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Abstract

Approximating the function that maps the input parameters of the simulation model to the expectation of the simulation output is an important and challenging problem in stochastic simulation metamodeling. Because an expectation is an integral, this function approximation problem can be seen as parametric integration—approximating the function that maps a parameter vector to the integral of an integrand that depends on the parameter vector. S. Heinrich and co-authors have proved that the multi-level Monte Carlo (MLMC) method improves the computational complexity of parametric integration, under some conditions. We prove similar results under different conditions that are more applicable to stochastic simulation metamodeling problems in operations research. We also propose a practical MLMC procedure for stochastic simulation metamodeling with user-driven error tolerance. In our simulation experiments, this procedure was up to hundreds of thousands of times faster than standard Monte Carlo.

1 Introduction

Simulation models are used extensively to analyze complex stochastic systems. The performance of a stochastic system, according to the model, is a function of the model’s input parameters. For example, the expected number of jobs present at some future time in a queueing system is a function of arrival rates and service rates. In applications such as risk analysis or system design, we want to know the performance of the system for many possible inputs. That is, we want to know the response surface \( \mu \), the function that maps each input parameter vector \( \theta \) in a domain \( \Theta \) to system performance \( \mu(\theta) \). We cannot run the simulation model for all possible values of its inputs, so we use simulation metamodeling to approximate the response surface using a limited number of simulation runs (Kleijnen and Sargent, 1997; Barton, 1998). Because the expectation of the simulation output is an integral over a probability space, stochastic simulation metamodeling can be seen as parametric integration—approximating the function that maps a parameter vector to the integral of an integrand that depends on the parameter vector. The computational complexity theory of parametric integration shows that, although parametric integration is computationally expensive, the multi-level Monte Carlo (MLMC) method can provide a better rate of convergence than standard Monte Carlo, under some conditions (Heinrich and Sindambiwe, 1999; Heinrich, 2000, 2001; Daun and Heinrich, 2013, 2014). One of the contributions of the present article is simply to point out that MLMC can be applied to stochastic simulation metamodeling and demonstrate that this can result in very large improvements to computational efficiency. We also make two further contributions in applying MLMC to stochastic simulation metamodeling.

One of these contributions is to analyze MLMC under a set of assumptions that are better suited to stochastic simulation metamodeling in operations research than those used so far in the literature on parametric integration. In operations research, the simulation output often fails to be a differentiable function of the input parameters. For example, the max function often appears in models of queueing, inventory, logistics, and financial systems. Such behavior is allowed in the Sobolev space framework of Heinrich (2000, 2001), but the results in those papers do not yield the conclusions we desire for stochastic simulation metamodeling in
operations research. As we explain in Appendix B, those results require unnecessary assumptions, and relying on them would cause difficulties in metamodeling problems with more than one parameter. These results involve assumptions that higher-order moments of simulation output exist and that there is a bound on the number of random variates used in a single replication. They do not directly provide bounds on integrated mean squared error, which is a standard criterion for error in stochastic simulation metamodeling. Our analysis avoids these drawbacks. Moreover, we have avoided the difficulties of this Sobolev space framework by providing a less abstract analysis, using concepts that are more common in the operations research literature on stochastic simulation. We believe that our new results will have a practical value and our simpler derivations will have an expository value to the operations research community. Our primary assumption is Lipschitz continuity of the simulation output. This assumption has also been used to justify infinitesimal perturbation analysis estimators of the gradient of the response surface (Glasserman, 2004). Giles (2008) used Lipschitz continuity in analyzing MLMC for simulation of stochastic differential equations (SDEs). We show that this assumption is also useful in analyzing MLMC for stochastic simulation metamodeling.

Our other contribution is to provide a practical MLMC procedure for stochastic simulation metamodeling with a user-specified target precision, and to demonstrate its efficacy in computational experiments. Heinrich and Sindambiwe (1999) proposed a fixed-budget MLMC procedure for parametric integration. Our MLMC procedure has a user-specified target precision. It is based on the MLMC procedure of Giles (2008) for simulating SDEs. Applying his ideas to stochastic simulation metamodeling required further development, because the output of a simulation metamodeling procedure is a function, whereas the output of Giles’s SDE simulation procedure is a scalar.

The outline of this article is as follows. Section 2 motivates the MLMC method and presents its basic ideas. Section 3 contains the mathematical framework, assumptions, and analyses of error and computational complexity. Section 4 introduces our practical MLMC procedure, and Section 5 contains simulation experiments that demonstrate how well it performs. In Section 6, we discuss some directions for future research. The issue of which metamodeling schemes should to use with MLMC is addressed in Appendix A. Appendix B contains a detailed comparison of our assumptions and results to those of previous articles on MLMC for parametric integration.

2 Multi-Level Monte Carlo Metamodelling

MLMC is not a substitute for a metamodeling scheme; it is a way of using a metamodeling scheme, by which we mean the combination of an experiment design and a function approximation method.

2.1 Motivation

The standard Monte Carlo method for stochastic simulation metamodeling is simply to run a simulation experiment and apply a function approximation method, as follows. The design of the simulation experiment involves choosing the values of the input parameter vector at which to run the simulation. These \( N \) vectors are called the design points and denoted \( \theta_1, \ldots, \theta_N \). Let \( \bar{Y}(\theta_i) \) denote the average simulation output over all the replications run at design point \( \theta_i \). Some function approximation method is then used to build a metamodel from the experiment’s inputs \( \theta_1, \ldots, \theta_N \) and outputs \( \bar{Y}(\theta_1), \ldots, \bar{Y}(\theta_N) \). For example, regression and kriging are noteworthy as function approximation methods used in simulation metamodeling (Kleijnen, 2008). The hope is that the response surface \( \mu \) will be well approximated by the metamodel \( \hat{\mu} \) if the experiment design provides enough information, the noise in simulation output is not too large, and an appropriate function approximation method is used. When considering estimation of the value \( \mu(\theta) \) of the response surface \( \mu \) at a single point \( \theta \), we call \( \theta \) the prediction point and \( \hat{\mu}(\theta) \) the prediction.

The standard Monte Carlo method can be a computationally expensive way to get a metamodel that is accurate globally. Under our assumptions, formally stated in Sections 3.1–3.3, we bound the bias and...
and show how increasing computational effort reduces a bound on mean squared error. The bias can be reduced by increasing the number of design points so that they fill space more densely, allowing the estimator to place more weight on simulation output generated at design points located in a smaller neighborhood \( N_0 \) of the prediction point \( \theta \). The prediction’s variance can be reduced by increasing the number of independent replications that are simulated at design points in \( N_0 \). Now consider once more the problem of building a globally accurate metamodel, i.e., attaining sufficiently low mean squared error at every prediction point in the domain \( \Theta \). Because neighborhoods like \( N_0 \) are small, there exists a large subset of \( \{ N_0 : \theta \in \Theta \} \) with the property that all the neighborhoods in it are disjoint from each other. Thus, to get a globally accurate metamodel, standard Monte Carlo requires many replications to be run in each of many disjoint neighborhoods. The need to have many replications (to attack variance) in each of many disjoint neighborhoods (to attack bias) is the source of the great computational expense of producing a globally accurate metamodel in stochastic simulation with standard Monte Carlo.

The essential idea of MLMC is to design a simulation experiment in which bias and variance can be attacked separately, yielding an improvement in computational efficiency. An MLMC simulation experiment involves multiple levels, and function approximation is done at each level. The finest level, which has the most design points and the fewest replications at each design point, yields a metamodel with low bias and high variance. Its bias is the bias of the MLMC metamodel. The coarser levels have fewer design points, but more replications at each design point. The coarser levels serve, like control variates, to reduce the variance of the MLMC metamodel.

### 2.2 The Multi-Level Monte Carlo Method

Following the general explanation of MLMC by Giles (2013), we explain MLMC for metamodeling in terms of control variates with unknown means, beginning by supposing that there are just two levels. Then MLMC uses two sets of design points: a coarse set \( T_0 \) of \( N_0 \) design points, and a fine set \( T_1 \) in which the number of design points is \( N_1 > N_0 \). Let \( \hat{\mu}_1(\theta, M, \bar{\varpi}) \) denote the prediction at \( \theta \) of a metamodel built from a simulation experiment that runs \( M \) replications of the simulation using random number stream \( \bar{\varpi} \) at every design point in \( T_0 \). MLMC runs a small number \( M_1 \) of replications on \( T_1 \), yielding a high-variance fine estimator \( \hat{\mu}_0(\theta, M_1, \varpi^0) \). Suppose that the point sets are nested: \( T_0 \subset T_1 \). Then a high-variance coarse estimator \( \hat{\mu}_0(\theta, M_1, \varpi^1) \) is computed using the simulation output from those design points that are in both \( T_0 \) and \( T_1 \).

**Remark 1** In MLMC, it is not required that the point sets be nested so that a coarser point set is a subset of a finer point set. However, if they are nested, a computational savings results for MLMC. The number of replications simulated to compute \( \hat{\mu}_1(\theta, M_1, \varpi^1) \) and \( \hat{\mu}_0(\theta, M_1, \varpi^0) \) is \( M_1 N_1 \) if \( T_0 \subset T_1 \), and it would be \( M_1 (N_0 + N_1) \) if these point sets were disjoint.

Because of the correlation between these two estimators, the coarse estimator could be used as a control variate for the fine estimator, if the mean of the coarse estimator were known. Although the mean is unknown, control variates with unknown mean can decrease variance if the unknown mean is cheap to estimate (Emsermann and Simon, 2002; Pasupathy et al., 2012). In the setting of MLMC, the coarse estimator is relatively cheap to simulate because \( N_0 < N_1 \). Let \( \mu_0(\theta) \) denote the expectation of the prediction at \( \theta \) of a metamodel built using \( T_0 \) as the set of design points. MLMC estimates the mean \( \mu_0(\theta) \) by \( \hat{\mu}_0(\theta, M_0, \varpi^0) \), which is a low-variance coarse estimator with a large number \( M_0 > M_1 \) of replications generated using a random number stream \( \varpi^0 \) that is independent of the random number stream \( \varpi^1 \) used previously. The MLMC estimator of \( \mu(\theta) \) is

\[
\hat{\mu}_1(\theta, M_1, \varpi^1) - (\hat{\mu}_0(\theta, M_1, \varpi^1) - \hat{\mu}_0(\theta, M_0, \varpi^0)),
\]

where the high-variance fine estimator \( \hat{\mu}_1(\theta, M_1, \varpi^1) \) is viewed as fundamental, the correlated high-variance coarse estimator \( \hat{\mu}_0(\theta, M_1, \varpi^1) \) is its control variate with unknown mean, and the independent low-variance
coarse estimator $\hat{\mu}_0(\theta, M_0, \varpi^0)$ is an estimator for the mean of the control variate. The bias of the MLMC estimator is the same as the bias of the fine-level estimator $\hat{\mu}_1(\theta, M_1, \varpi^1)$, because the coarse-level estimators $\hat{\mu}_0(\theta, M_1, \varpi^1)$ and $\hat{\mu}_0(\theta, M_0, \varpi^0)$ have the same expectation, $\mu_0(\theta)$. For purposes of analyzing variance, we rewrite the MLMC estimator as the sum of two independent terms, a baseline estimator and a refinement estimator:

$$\hat{\mu}_0(\theta, M_0, \varpi^0) + \left(\hat{\mu}_1(\theta, M_1, \varpi^1) - \hat{\mu}_0(\theta, M_1, \varpi^1)\right).$$  

The baseline estimator has low variance because $M_0$ is large, but it may have unacceptably large bias because it uses only a coarse estimator, which has mean $\mu_0(\theta)$. The refinement estimator, which has mean $\mu_1(\theta) - \mu_0(\theta)$, is intended to reduce bias. It has low variance because of the high correlation between its two terms, a fine estimator and a coarse estimator generated using common random numbers (CRN).

**Remark 2** It may seem odd to use CRN across design points in stochastic simulation metamodeling. Using CRN instead of independent sampling across design points can increase the mean squared error of metamodeling schemes that perform smoothing, such as stochastic kriging (Chen et al., 2012). It would indeed be acceptable to use independent sampling in the baseline estimator. However, it is essential to MLMC to use CRN somehow to reduce the variance of the refinement estimator, i.e., to generate correlation between the fine estimator and a control variate with unknown mean.

Next we show in detail how and why it can be better to use the MLMC estimator than to use the fine-level estimator alone. They have the same bias, but under the right circumstances, the MLMC estimator can achieve lower variance given the same computational budget $C$. For MLMC, the computational cost is $M_0N_0$ for the baseline estimator and $M_1N_1$ for the refinement estimator (Remark 1). The MLMC variance is $v_0(\theta)/M_0 + v_1(\theta)/M_1$. It is minimized subject to the budget constraint $M_0N_0 + M_1N_1 = C$ by $M_0 = C\sqrt{v_0(\theta)/N_0}/(\sqrt{v_0(\theta)N_0} + \sqrt{v_1(\theta)N_1})$ and $M_1 = C\sqrt{v_1(\theta)/N_1}/(\sqrt{v_0(\theta)N_0} + \sqrt{v_1(\theta)N_1})$ (Giles, 2013). The resulting MLMC variance is $(\sqrt{v_0(\theta)N_0} + \sqrt{v_1(\theta)N_1})^2/C$. To simplify, suppose that $v_1(\theta) = v_0(\theta)$, i.e., the variance is the same for the coarse and fine estimators. Then $v_1(\theta) = v_0(\theta)(1 - \rho^2)$ where $\rho$ is the correlation between $\hat{\mu}_1(\theta, M_1, \varpi^1)$ and $\hat{\mu}_0(\theta, M_1, \varpi^1)$ induced by CRN. With this simplification, the variance of the fine estimator alone is $v_0(\theta)N_0/C$, and the variance of MLMC is $(v_0(\theta)N_0/C)(\sqrt{N_0/N_1} + \sqrt{1 - \rho^2})^2$. This illustrates how this two-level version of MLMC reduces variance when the coarse estimator has a low ratio $N_0/N_1$ of its computational cost to that of the fine estimator, yet it has a high correlation $\rho$ with the fine estimator.

From the variance reduction factor $(\sqrt{N_0/N_1} + \sqrt{1 - \rho^2})^2$, we can see why MLMC benefits from having more than just two levels. We want the correlation $\rho$ to be large to make the coarse estimator effective as a control variate, which makes the refinement estimator’s variance per replication small. This suggests making $N_0$ close to $N_1$ so that the coarse estimator and fine estimators are similar. We want $N_0$ to be much smaller than $N_1$ to make the unknown mean of the coarse estimator cheap to estimate, i.e., to make the baseline estimator’s cost per replication small. This tension can be resolved by allowing for more than one level of refinement. The sequence of point sets $\mathcal{T}_0, \ldots, \mathcal{T}_L$ is such that $N_0$ is small, but $N_{\ell-1}$ and $N_{\ell}$ are similar for $\ell = 1, \ldots, L$. 
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The MLMC estimator of $\mu(\theta)$ is

$$\hat{\mu}_0(\theta, M_0, \varpi^0) + \sum_{\ell=1}^{L} \hat{\Delta}_\ell(\theta, M_\ell, \varpi^\ell),$$

where the $\ell$th refinement estimator

$$\hat{\Delta}_\ell(\theta, M_\ell, \varpi^\ell) = \hat{\mu}_\ell(\theta, M_\ell, \varpi^\ell) - \hat{\mu}_{\ell-1}(\theta, M_\ell, \varpi^\ell)$$

is the change in the metamodel’s prediction caused by augmenting the coarser set $T_{\ell-1}$ of design points to include all the points in the finer set $T_\ell$. This is illustrated in Figure 1 for linear interpolation on a one-dimensional grid. The purpose of adding the refinement estimators to the baseline estimator $\hat{\mu}_0(\theta, M_0, \varpi^0)$ is to reduce bias. The bias of the MLMC estimator is the same as that of the finest estimator, generated on $T_L$, because the mean of the MLMC estimator is $\mu_0(\theta) + \sum_{\ell=1}^{L} (\mu_\ell(\theta) - \mu_{\ell-1}(\theta)) = \mu_L(\theta)$. Equation (5) can be rewritten in terms of control variates with unknown means as

$$\hat{\mu}_L(\theta, M_L, \varpi^L) - \sum_{\ell=0}^{L-1} (\hat{\mu}_\ell(\theta, M_{\ell+1}, \varpi^{\ell+1}) - \hat{\mu}_\ell(\theta, M_\ell, \varpi^\ell)).$$

Here $\hat{\mu}_\ell(\theta, M_{\ell+1}, \varpi^{\ell+1})$ serves as a control variate for $\hat{\mu}_{\ell+1}(\theta, M_{\ell+1}, \varpi^{\ell+1})$, the unknown mean $\mu_\ell(\theta)$ is estimated by $\hat{\mu}_\ell(\theta, M_\ell, \varpi^\ell)$, which in turn gets its own control variate $\hat{\mu}_{\ell-1}(\theta, M_\ell, \varpi^\ell)$ with unknown mean, etc.

In Equation 7, the finest estimator $\hat{\mu}_L(\theta, M_L, \varpi^L)$ is viewed as fundamental, and the remaining terms serve to reduce the variance of the MLMC estimator. The variance reduction is made possible by the first-order autocorrelation in the sequence $\hat{\mu}_L(\theta, M_L, \varpi^L), \hat{\mu}_{L-1}(\theta, M_L, \varpi^L) - \hat{\mu}_{L-1}(\theta, M_{L-1}, \varpi^{L-1}), \ldots, \hat{\mu}_0(\theta, M_1, \varpi^1) - \hat{\mu}_0(\theta, M_0, \varpi^0)$.

3 Theoretical Analysis

In this section, we lay out the mathematical framework in which we analyze stochastic simulation metamodeling. We also present our assumptions and the elements of an error analysis for stochastic simulation metamodeling. Finally, we provide a computational complexity theorem for MLMC.

3.1 Stochastic Simulation Metamodeling

Our goal is to approximate a function $\mu : \Theta \to \mathbb{R}$ that arises as an expectation: $\mu(\theta) = \mathbb{E}[Y(\theta)]$, where the input $\theta$ is a parameter vector that falls within a domain $\Theta$. For example, $\theta$ may contain the prices
that we set for each of the products our company sells, \( Y(\theta) \) may be our profit in selling the products at these prices, and then \( \mu(\theta) \) would be the expected profit. As another example, \( \theta \) may contain the price and volatility of a stock and the strike price of an Asian option on the stock, \( Y(\theta) \) may be the discounted payoff of an Asian option on such a stock and with such a strike price, and then \( \mu(\theta) \) would be the present value of the Asian option. These examples are discussed in detail in Section 5. In stochastic simulation metamodeling, we approximate the response surface \( \mu \) by a metamodel \( \hat{\mu} \). The metamodel is built after running a simulation experiment in which the simulation is run at design points \( \theta_1, \ldots, \theta_N \). At each design point \( \theta_i \), we expend computational effort \( M_i \). We assume that \( M_i \) is a number of independent replications, each yielding a realization of \( Y(\theta_i) \). MLMC is also potentially applicable to steady-state simulations in which the computational effort \( M_i \) represents run length. Because the variance and bias of the simulation output behave differently as computational effort increases in steady-state simulation, we leave this topic for future research.

Our error criterion for assessing the quality of a stochastic simulation metamodeling procedure is mean integrated squared error:

\[
\text{MISE} = \mathbb{E} \left[ \| \hat{\mu} - \mu \|^2 \right] = \mathbb{E} \left[ \int_{\Theta} (\hat{\mu}(\theta) - \mu(\theta))^2 \, d\theta \right] = \int_{\Theta} \mathbb{E} \left[ (\hat{\mu}(\theta) - \mu(\theta))^2 \right] \, d\theta = \int_{\Theta} \mathbb{Var} [\hat{\mu}(\theta)] \, d\theta + \int_{\Theta} (\mathbb{E}[\hat{\mu}(\theta)] - \mu(\theta))^2 \, d\theta = \| \mathbb{Var} [\hat{\mu}] \|_1 + \| \mathbb{Bias} [\hat{\mu}] \|_2. \tag{8}
\]

MISE equals integrated mean squared error because the order of integration over \( \Theta \) and expectation can be interchanged by Tonelli’s theorem.

To control the MISE of \( \hat{\mu} \), we need to control bias and variance across the domain \( \Theta \). To do this, we rely on Assumption 1 about the domain, Assumptions 2 and 3 about the behavior of the simulation output \( Y(\theta) \) as a function of the input \( \theta \), and Assumption 4 about the metamodeling scheme.

**Assumption 1** The parameter domain \( \Theta \) is a compact subset of \( \mathbb{R}^d \) for some \( d \in \mathbb{N} \).

### 3.2 Simulation Output

To formulate our next assumptions, we describe the simulation output \( Y \) as a random field. That is, the simulation output is a measurable function \( Y : \Theta \times \Omega \rightarrow \mathbb{R} \), where \((\Omega, \mathcal{F}, \mathbb{P})\) is a probability space; Lebesgue measure is the measure on \( \Theta \). For any input \( \theta \in \Theta \), the simulation output is a random variable denoted \( Y(\theta) \). The response surface \( \mu \) is the mean function of the random field: \( \mu(\theta) = \mathbb{E}[Y(\theta)] = \int Y(\theta, \omega) \, d\mathbb{P}(\omega) \).

For Monte Carlo, we want finite variance.

**Assumption 2** For each \( \theta \in \Theta \), the variance of the simulation output \( Y(\theta) \) is finite.

Assumption 3 is that the simulation output \( Y \) is almost surely Lipschitz continuous, and the coefficient of Lipschitz continuity has finite second moment. The same assumption has also been used to analyze infinitesimal perturbation analysis (also called “pathwise”) Monte Carlo estimators of the gradient of the response surface. For example, Glasserman (2004, §7.2) uses some assumptions, on a more detailed framework in which the simulation output \( Y(\theta) \) arises as a function of underlying random variables generated by the simulation, that are sufficient for Assumption 3 to hold. Using those assumptions, he derives results similar to Equations (10) and (11) below.

**Assumption 3** There exists a random variable \( \kappa \) such that \( \mathbb{E}[\kappa^2] \) is finite and

\[
|Y(\theta_1, \omega) - Y(\theta_2, \omega)| \leq \kappa(\omega) \| \theta_1 - \theta_2 \|, \quad \text{for all } \theta_1, \theta_2 \in \Theta
\]

holds almost surely.

For example, consider simulation output that is exponentially distributed with mean \( \theta \in \Theta = [0, \theta_{\max}] \). This can be described as a random field \( Y \) given by \( Y(\theta, \omega) = -\theta(\ln \omega) \) for \( \omega \in \Omega = (0,1) \), with the probability measure \( \mathbb{P} \) being uniform on \( \Omega \). Assumption 3 holds with coefficient \( \kappa(\omega) = -\ln(\omega) \), which has \( \mathbb{E}[\kappa^2] = 2 \).
We identify a scenario $\omega \in \Omega$ with a sequence of random numbers used in simulation. The function $Y(\cdot, \omega)$ is a realization of the random field $Y$ and describes how the simulation output changes as a function of the input $\theta$ while the random numbers used in the simulation stay the same. In MLMC, it is essential to use common random numbers in running the simulation with different inputs (Remark 2). The same random number stream is used to run the simulation at multiple design points, and it contains independent substreams, which are used to generate independent replications of the simulation (L’Ecuyer et al. 2002).

Our notation is that the random number stream $\varpi$ simulated independently, i.e., with different random number streams. Equation (9) shows that the average simulation output from $M$ independent replications run with input $\theta$ and random number stream $\varpi$ is

$$\bar{Y}(\theta, M, \varpi) = \frac{1}{M} \sum_{j=1}^{M} Y(\theta, \omega^j).$$

We need to consider different random number streams $\varpi^0, \varpi^1, \ldots$ because distinct levels in MLMC are simulated independently, i.e., with different random number streams. Equation (9) shows that the average simulation output forms a random field $\bar{Y} : \Theta \times \mathbb{N} \times \Omega^\infty \to \mathbb{R}$. That is, for any input $\theta \in \Theta$ and positive number $M$ of replications, $\bar{Y}(\theta, M)$ is a random variable; for any random number stream $\varpi \in \Omega^\infty$, the function $\bar{Y}(\cdot, \cdot, \varpi)$ describes how the average simulation output would change if we changed the input and the number of replications while using the same random number stream. To make the substreams independent, the probability space built on $\Omega^\infty$ involves product measure and the $\sigma$-field generated by the set of all cylinders, as is standard (Billingsley, 1995, §2).

Two crucial inequalities follow from Assumption 3. In Section 3.3, we use the Lipschitz continuity of the response surface,

$$|\mu(\theta + h) - \mu(\theta)| = |E[Y(\theta + h)] - E[Y(\theta)]| \leq E[|Y(\theta + h) - Y(\theta)|] \leq E[\kappa] \|h\|,$$

(10)

to bound the bias in metamodeling. The bound on the variance of the change in simulation output between nearby points,

$$\text{Var}[Y(\theta + h) - Y(\theta)] \leq E\left[(Y(\theta + h) - Y(\theta))^2\right] = E[\kappa^2] \|h\|^2,$$

(11)

yields a bound on the variance in metamodeling in Section 3.4.

### 3.3 Bias

Equation (10) can support a bound on the bias in metamodeling. The bias in metamodeling depends on the metamodeling scheme and the set of design points $\{\theta_1, \ldots, \theta_N\}$ at which the simulation is run. A key feature of the experiment design is the mesh size of the set of design points,

$$\Delta = \max_{\theta \in \Theta} \min_{i=1,\ldots,N} \|\theta_i - \theta\|. \quad (12)$$

First, let us consider a very simple metamodeling scheme and experiment design: nearest neighbor approximation on a grid. The prediction of the value of the response surface at the prediction point $\theta$ is the simulation output observed at the design point nearest to $\theta$, i.e., $\hat{\mu}(\theta) = \bar{Y}(\theta_{i(\theta)})$, where $i(\theta) = \arg \min_{i=1,\ldots,N} \|\theta_i - \theta\|$. Figure 2 illustrates this metamodeling scheme in an example where the simulation output $Y(\theta)$ is an exponential random variable with intensity $\theta$. The bias in this metamodeling scheme is $\mu(\theta_{i(\theta)}) - \mu(\theta)$. To apply Equation (10), we need to bound the distance from the prediction point to the nearest design point. This is determined by the experiment design. Let $\Theta$, the domain in which the prediction point can be located, be the hypercube $[0,1]^d$. Let the experiment design be a grid of $N = k^d$ points, each of the form $(i_1/(k+1), \ldots, i_d/(k+1))$, where each $i_1, \ldots, i_d$ is an integer between 1 and $k$. The mesh size of the grid with $N$ points is $\Delta(N) = \sqrt{d}/(k+1) < k^{1/2}N^{-1/d}$. From Equation (10), it follows that the bias $E[\hat{\mu}(\theta)] - \mu(\theta)$ of nearest neighbor approximation with this grid design is bounded by $E[\kappa] k^{1/2}N^{-1/d}$, uniformly for all $\theta \in [0,1]^d$. 
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Figure 2: Nearest neighbor approximation, where the parameter $\theta$ is the intensity of an exponential random variable.

For the more general analysis of the way in which the bias in metamodeling depends on the experiment design and metamodeling scheme, an asymptotic analysis suffices to support the computational complexity analysis in Section 3.5. Consider a sequence of experiment designs indexed by $\ell$, in which the number of design points $N_\ell \to \infty$. The notation for the point set in the $\ell$th experiment design is $\theta_{1,\ell}, \ldots, \theta_{N_\ell,\ell}$. The experiment design also includes the number of replications to simulate at each design point, but this is not essential to address while analyzing bias. Let $\hat{\mu}_\ell$ represent the metamodel built from the $\ell$th experiment. As a general matter, what we need is to show that Equation (10) supports a conclusion that $\| \text{Bias} [\hat{\mu}_\ell] \|^2_2$, the integrated squared bias term in Equation (8), is $O(s^{-2\alpha\ell})$ for some constants $s$ and $\alpha$.

The following assumption provides one way of doing that. It expresses the idea that the metamodel's prediction is a weighted sum that places most of the weight on design points near the prediction point, if there are many design points.

**Assumption 4** For each $\theta \in \Theta$ and $\ell$, Equation (4) holds, and each weight $w_i(\theta)$ on the simulation output from design point $\theta_i$ in predicting at $\theta$ in the $\ell$th experiment design is a non-negative constant, determined by the experiment design and $\theta$. Define $I^\ell(\theta; r) = \{i : \|\theta - \theta_i\| \leq r\}$, the set of design points in the $\ell$th experiment design that are within distance $r$ of $\theta$. There exist constants $s > 1$ and $\alpha > 0$ and sequences $\{p_\ell\}_{\ell \in \mathbb{N}}$ and $\{r_\ell\}_{\ell \in \mathbb{N}}$ such that $p_\ell$ and $r_\ell$ are $O(s^{-\alpha\ell})$, and for all $\theta \in \Theta$,

$$
\sum_{i \notin I^\ell(\theta; r_\ell)} w_i(\theta) \leq p_\ell \quad \text{and} \quad \left| 1 - \sum_{i \in I^\ell(\theta; r_\ell)} w_i(\theta) \right| \leq p_\ell.
$$

That is, little weight is placed on design points that are far from the prediction point, and the total weight placed on design points that are near the prediction point nearly equals one. Appendix A.1 provides examples of metamodeling schemes that satisfy Assumption 4, including grids with piecewise linear interpolation, $k$-nearest-neighbor approximation, Shepard’s method, or kernel smoothing. A scheme that uses experiment designs other than grids, such as low-discrepancy sequences (Asmussen and Glynn, 2007), can also satisfy Assumption 4, if the mesh size converges to zero. A function approximation method that does not fit Assumption 4 is linear regression of the simulation outputs $\bar{Y}(\theta_{1,\ell}), \ldots, \bar{Y}(\theta_{N_\ell,\ell})$ on the inputs $\theta_{1,\ell}, \ldots, \theta_{N_\ell,\ell}$. Linear regression puts large amounts of weight on design points far from the prediction point and generates negative weights.

**Proposition 1** If Assumptions 1, 3 and 4 hold, then $\| \text{Bias} [\hat{\mu}_\ell] \|^2_2$ is $O(s^{-2\alpha\ell})$.  

8
Proof. For any $\theta \in \Theta$, the bias is
\[
|\mathbb{E}[\hat{\mu}_\ell(\theta)] - \mu(\theta)| = \left| \sum_{i=1}^{N_\ell} w_i^\ell(\theta)\mu(\theta^i) - \mu(\theta) \right|
= \left| \sum_{i \in I^\ell(\theta, r_\ell)} w_i^\ell(\theta)(\mu(\theta^i) - \mu(\theta)) + \sum_{i \notin I^\ell(\theta, r_\ell)} w_i^\ell(\theta)(\mu(\theta^i) - \mu(\theta)) - \left(1 - \sum_{i=1}^{N_\ell} w_i^\ell(\theta)\right)\mu(\theta) \right|
\leq \sum_{i \in I^\ell(\theta, r_\ell)} w_i^\ell(\theta) |\mu(\theta^i) - \mu(\theta)| + \sum_{i \notin I^\ell(\theta, r_\ell)} w_i^\ell(\theta) |\mu(\theta^i) - \mu(\theta)| + \left|1 - \sum_{i=1}^{N_\ell} w_i^\ell(\theta)\right| |\mu(\theta)|
\leq (1 + p_\ell)\mathbb{E}[\kappa]r_\ell + p_\ell \left( \mathbb{E}[\kappa]|\Theta| + 2\sup_{\theta \in \Theta} |\mu(\theta)| \right).
\]

Both terms on the right side are $O(s^{-\alpha\ell})$ because of the asymptotic behavior of the sequences $\{p_\ell\}_{\ell \in \mathbb{N}}$ and $\{r_\ell\}_{\ell \in \mathbb{N}}$ under Assumption 4. Therefore the integrated squared bias $\|\text{Bias}[\hat{\mu}]\|_2^2$ is $O(s^{-2\alpha\ell})$.

Consider again the example of nearest-neighbor approximation on a grid in $[0,1]^d$. Let the number of points in the $\ell$th grid be $N_\ell = 2^{d\ell}$. Let $r_\ell = \sqrt{d}/(N_\ell^{1/d} + 1)$, the mesh size of the $\ell$th grid. Assumption 4 holds with $s = 2$, $\alpha = 1$, and $p_\ell = 0$. The bias is $O(2^{-\ell})$ at any prediction point, and the integrated squared bias is $O(2^{-2\ell})$.

3.4 Variance

Equation (11) provides the foundation for bounding the variance of simulation output (Lemma 1), the integrated variance in simulation metamodeling (Proposition 2), and the integrated variance in estimating refinements in MLMC (Proposition 4).

**Lemma 1** If Assumptions 1, 2 and 3 hold, then $\sup_{\theta \in \Theta} \text{Var}[Y(\theta)] < \infty$.

**Proof.** For any $\theta, \theta^i \in \Theta$,
\[
\sqrt{\text{Var}[Y(\theta)]} \leq \sqrt{\text{Var}[Y(\theta^i)]} + \sqrt{\text{Var}[Y(\theta^i) - Y(\theta)]} \leq \sqrt{\text{Var}[Y(\theta)]} + \sqrt{\mathbb{E}[\kappa^2]|\Theta|},
\]
where the last inequality follows from Equation (11).

As it was for bias, our bounds on variance in metamodeling are obtained only under some conditions on the metamodeling scheme and the sequence of point sets $\{T_\ell\}_{\ell \in \mathbb{N}}$, and we rely on Assumption 4.

**Proposition 2** If Assumptions 1, 2, 3 and 4 hold and $M$ replications are simulated at each design point, then there exists a constant $\bar{v}$ such that $\|\text{Var}[\hat{\mu}_\ell(\cdot, M)]\|_1 \leq \bar{v}/M$ for all $\ell$ and $M$.

**Proof.** For any $\theta$ and $\ell$, from Equation (4) we can see that
\[
\text{Var}[\hat{\mu}_\ell(\theta, M)] \leq \left(\sum_{i=1}^{N_\ell} w_i^\ell(\theta)\right)^2 \frac{1}{M} \sup_{\theta \in \Theta} \text{Var}[Y(\theta^i)].
\]
The supremum is finite by Lemma 1. The squared sum of weights is bounded by \((1 + 2p_\ell)^2\). Because \(p_\ell\) converges to 0, \((1 + 2p_\ell)^2\) is bounded over \(\ell\). Therefore we get
\[
\|\text{Var} [\hat{\mu}_\ell(\cdot, M)]\|_1 \leq \bar{v} = \|\Theta\| \sup_{\ell \in \mathbb{N}} (1 + 2p_\ell)^2 \sup_{\theta' \in \Theta} \text{Var}[Y(\theta')].
\]

Next we consider the variance and integrated variance of refinement estimators in MLMC. Similar to Equation (4), define
\[
\hat{Y}_\ell(\theta, \omega) = \sum_{i=1}^{N_\ell} w^i_\ell(\theta) Y(\theta^i_\ell, \omega),
\]
the metamodel prediction at \(\theta\) formed from \(\{Y(\theta_i, \omega) : \theta_i \in T_\ell\}\).

**Proposition 3** If Assumptions 2 and 4 hold, then \(\text{Var} [\hat{\mu}_0(\theta, M)] = \text{Var} [\hat{Y}_0(\theta)] / M\) and \(\text{Var} [\hat{\Delta}_\mu(\theta, M)] = \text{Var} [\hat{Y}_\ell(\theta) - \hat{Y}_{\ell-1}(\theta)] / M\).

**Proof.** Proof. From Equation (13), we get
\[
\hat{\mu}_\ell(\theta, M, \omega) = \sum_{i=1}^{N_\ell} w^i_\ell(\theta) \frac{1}{M} \sum_{j=1}^{M} Y(\theta^i_\ell, \omega^j) = \frac{1}{M} \sum_{j=1}^{M} \hat{Y}_\ell(\theta, \omega^j)
\]
and hence
\[
\hat{\Delta}_\mu(\theta, M, \omega) = \frac{1}{M} \sum_{j=1}^{M} \left( \hat{Y}_\ell(\theta, \omega^j) - \hat{Y}_{\ell-1}(\theta, \omega^j) \right).
\]

Define \(v_\ell(\theta) = M \text{Var} [\hat{\Delta}_\mu(\theta, M)]\), the variance per replication in estimating the refinement at the \(\ell\)th level.

**Proposition 4** If Assumptions 1, 2, 3 and 4 hold, then \(\|v_\ell\|_1\) is \(O(s^{-2\alpha_\ell})\).

**Proof.** Proof. The desired conclusion holds if we can find a bound on \(v_\ell(\theta)\) that is uniform over all \(\theta \in \Theta\) and is \(O(s^{-2\alpha_\ell})\). By Proposition 3, for any \(\ell \geq 1\) and \(\theta \in \Theta\), \(v_\ell(\theta) = \text{Var} [\hat{Y}_\ell(\theta) - \hat{Y}_{\ell-1}(\theta)]\). We then obtain
\[
v_\ell(\theta) = \text{Var} [\hat{Y}_\ell(\theta) - Y(\theta) + Y(\theta) - \hat{Y}_{\ell-1}(\theta)] \leq \left( \sqrt{\text{Var} [\hat{Y}_\ell(\theta) - Y(\theta)]} + \sqrt{\text{Var} [\hat{Y}_{\ell-1}(\theta) - Y(\theta)]} \right)^2.
\]
It suffices to show that there is a bound on \(\text{Var} [\hat{Y}_\ell(\theta) - Y(\theta)]\) that is uniform over \(\theta\) and is \(O(s^{-2\alpha_\ell})\). We have
\[
\hat{Y}_\ell(\theta) - Y(\theta) = \sum_{i \in I^\ell(\theta; r_\ell)} w^i_\ell(\theta)(Y(\theta^i_\ell) - Y(\theta)) + \sum_{i \notin I^\ell(\theta; r_\ell)} w^i_\ell(\theta)(Y(\theta^i_\ell) - Y(\theta)) - \left( 1 - \sum_{i=1}^{N_\ell} w^i_\ell(\theta) \right) Y(\theta),
\]
so the variance
\[
\text{Var} [\hat{Y}_\ell(\theta) - Y(\theta)] \leq 2 \text{Var} \left[ \sum_{i \in I^\ell(\theta; r_\ell)} w^i_\ell(\theta)(Y(\theta^i_\ell) - Y(\theta)) \right] + 2 \text{Var} \left[ \sum_{i \notin I^\ell(\theta; r_\ell)} w^i_\ell(\theta)(Y(\theta^i_\ell) - Y(\theta)) \right]
\]
\[
+ 2 \text{Var} \left[ \left( 1 - \sum_{i=1}^{N_\ell} w^i_\ell(\theta) \right) Y(\theta) \right].
\]
Thus, it suffices to exhibit bounds on the variances of each of these three terms that are uniform in $\theta$ and are $O(s^{-2\alpha\ell})$. Let us call these three variances

1. the variance due to nearby design points,
2. the variance due to distant design points, and
3. the variance due to weights’ failure to sum to one.

Because of Assumption 3, Equation (11) holds. Assumption 4 provides bounds on the sums of weights. Using these facts, we get bounds on each of these three variances that are uniform in $\theta$:

1. The variance due to nearby design points is bounded by $(1+p_\ell)E[k^2]r_\ell^2$. This is where it is essential that a common random number stream $\pi_\ell$ is used to simulate at all design points in the $\ell$th level. Because of that, we can use Lipschitz continuity to bound $|Y(\theta_\ell^i, \omega_j) - Y(\theta, \omega_j)| \leq \kappa(\omega_j)|\theta_\ell^i - \theta|$; Equation (11) expresses a corresponding bound on variance.

2. The variance due to distant design points is bounded by $p_\ell^2E[k^2]\|\Theta\|_2$, where $\|\Theta\|$ is the maximum distance between any two points in $\Theta$.

3. The variance due to weights’ failure to sum to one is bounded by $4p_\ell^2\sup_{\theta \in \Theta}\text{Var}[Y(\theta)]$. The supremum is finite by Lemma 1.

The bounds are all $O(s^{-2\alpha\ell})$ due to the asymptotic behavior of the sequences $\{p_\ell\}_{\ell \in \mathbb{N}}$ and $\{r_\ell\}_{\ell \in \mathbb{N}}$ under Assumption 4.

3.5 Computational Complexity

In our setting, MLMC is asymptotically more computationally efficient than standard Monte Carlo in reducing MISE, defined in Equation (8). Theorem 1 gives bounds for the computational complexity of standard Monte Carlo and MLMC under the following conditions:

1. The integrated squared bias in metamodeling with the $\ell$th experiment design $\|\text{Bias}[\hat{\mu}_\ell]\|^2 \leq (bs^{-\alpha\ell})^2$.

2. The integrated variance in metamodeling $\|\text{Var}[\hat{\mu}_\ell(\cdot, M)]\|_1 \leq \bar{v}M^{-1}$ for all $\ell$ and $M$.

3. The integrated variance per replication in estimating the refinement at the $\ell$th level $\|v_\ell\|_1 \leq \sigma^2s^{-2\alpha\ell}$.

4. The number $N_\ell$ of points in the set $T_\ell \leq cs^{\gamma\ell}$.

Under such conditions, similar but more general theorems about MLMC hold, for other problems such as simulation of SDEs as well as parametric integration (Giles, 2013, 2015).

The specifics of stochastic simulation metamodeling enter in two ways. One is in Propositions 1-4, which showed that Conditions 1-3 follow from Assumptions 1-4. The other would be in showing that a specific metamodeling scheme, in which the experiment design satisfies Condition 4 with given $s$ and $\gamma$, satisfies Assumption 4 for a certain value of $\alpha$. For example, this was done at the end of Section 3.3 for nearest-neighbor approximation on a grid. Theorem 1 is of general use in proving the benefit of MLMC even when not all of Assumptions 1-4 hold. For example, Theorem 1 may be applied to a metamodeling scheme that does not satisfy Assumption 4 if it can be shown directly that Conditions 1-4 hold.

In the following theorem, we see that computational complexity does not depend on $s$ at all, or on the rates $\alpha$ and $\gamma$ separately, but only on the ratio $\phi = \gamma/2\alpha$. As we will see in the next section, the factor $s^\gamma$ for growth in the number of points matters in practice for our MLMC procedure. However, the ratio $\phi$ is all that matters for computational complexity in an asymptotic sense.

**Theorem 1** Under Conditions 1-4, the total number of replications that must be simulated to attain a MISE less than $\epsilon^2$ is $O(\epsilon^{-2(1+\phi)})$ for standard Monte Carlo, whereas for MLMC it is
• $\mathcal{O}(\epsilon^{-2})$ if $\phi < 1$,

• $\mathcal{O}((\epsilon^{-1} (\log \epsilon^{-1}))^{2})$ if $\phi = 1$, or

• $\mathcal{O}(\epsilon^{-2\phi})$ if $\phi > 1$.

**Proof.** Proof. For standard Monte Carlo with point set $T_{L}$ and $M$ replications per design point, the integrated squared bias $\|\text{Bias} [\hat{\mu}_{L}]\|_{2}^{2} \leq b^{2} s^{-2\alpha L}$, and the integrated variance $\|\text{Var} [\hat{\mu}_{L} , M]\|_{1} \leq \epsilon M^{-1}$. Take $M = 2\epsilon^{-2}$ and $L = (\log_{2}(\sqrt{2}\epsilon^{-1}))/\alpha$. This guarantees $\text{MISE} \leq \epsilon^{2}$. We have $N_{L} \leq c s^{1/L}$, which is $\mathcal{O}(\epsilon^{-\gamma/\alpha})$. The computational cost $MN_{L}$ is $\mathcal{O}(\epsilon^{-(2+\gamma/\alpha)})$.

For MLMC, the proof is the same as the proof of Theorem 1 of Cliffe et al. (2011) or Giles (2013). There is a difference in the setting: the random output of our simulation metamodeling procedure is a function and we are concerned with its MISE, whereas Giles deals with the MSE of random scalar output. This difference is immaterial once we have formulated conditions on integrated squared bias and integrated variance that fit into the framework of conditions that Giles imposes on bias and variance. The other difference is that we have set Giles’s rate $\beta$ for the decay of refinement estimators’ variance equal to $2\alpha$, because of the effect of our Assumption 3 through Equation (11) and Proposition 4.

Theorem 1 can be interpreted as saying that stochastic simulation metamodeling may be hard, if $\phi > 1$, or secretly easy, if $\phi < 1$. “Easy” means that the computational cost to attain MISE of $\epsilon^{2}$ is $\mathcal{O}(\epsilon^{-2})$, which is the usual computational complexity of Monte Carlo estimation of the expectation of a random variable. “Hard” means that the computational cost to attain MISE of $\epsilon^{2}$ is not $\mathcal{O}(\epsilon^{-2})$, but grows more rapidly as $\epsilon \rightarrow 0$. Although stochastic simulation metamodeling is always hard if you use standard Monte Carlo, it may be easy if you use MLMC. It is easy with MLMC if $\phi < 1$, or roughly speaking, if doubling the number of design points causes the squared bias and refinement variance to shrink by a factor of more than 2. If $\phi > 1$, then stochastic simulation metamodeling is hard even with MLMC, but the computational complexity is reduced by a factor of $\epsilon^{-2}$ compared to standard Monte Carlo.

**Remark 3** It is not obvious that it is meaningful to compare $\mathcal{O}(\epsilon^{-2(1+\phi)})$ and $\mathcal{O}(\epsilon^{-2\phi})$ in this way; Theorem 1 merely describes the asymptotic behavior of upper bounds on computational cost. There exist stochastic simulation metamodeling problems for which the bounds are not tight: for example, if the simulation output $Y(\theta)$ is linear in the parameter $\theta$, then piecewise linear interpolation on a grid has no bias. Information-based complexity theory can clarify such situations by showing that the bounds are tight for the worst-case random field $Y$ among a relevant set of random fields. Such a result is given by Heinrich and Sindambiwe (1999).

For the purpose of illustrating how the dimension $d$ of the domain $\Theta$, the function approximation method, and the sequence of point sets $\{T_{l}\}_{l \in \mathbb{N}}$ combine to tell us what $\alpha$ and $\gamma$ (and therefore $\phi = \gamma/2\alpha$) should be, let us reconsider a previous example. The example is nearest-neighbor approximation on a grid in $\Theta = [0, 1]^{d}$, with the $l$th grid $T_{l}$ having $N_{l} = 2^{dl}$ points and mesh size $\sqrt{d}/(N_{l}^{1/d} + 1)$. This gives us $s = 2$ and $d = 1$. We showed before how Assumption 4 holds and implies that $\alpha = 1$. Therefore $\phi = d/2$. Higher dimension $d$ can make stochastic simulation metamodeling harder. In the one-dimensional case, the computational complexity is $\mathcal{O}(\epsilon^{-3})$ for standard Monte Carlo and $\mathcal{O}(\epsilon^{-2})$ for MLMC. If $d > 2$, then the computational complexity is $\mathcal{O}(\epsilon^{-(d+2)})$ for standard Monte Carlo and $\mathcal{O}(\epsilon^{-d})$ for MLMC.

## 4 A Practical Procedure

Theorem 1 describes the computational complexity of attaining MISE less than a target $\epsilon^{2}$ using MLMC without specifying how to attain it. Giles (2008) and Cliffe et al. (2011) analyze the optimal number $L$ of levels and number $M_{l}$ of replications to use at each level, but these quantities depend on unknowns such as the bias and refinement variance at each level. Here we present a practical MLMC procedure for attaining the target MISE of $\epsilon^{2}$. We closely follow the procedure of Giles (2008), modifying it because it deals with Monte...
Carlo approximation of a scalar, whereas we are dealing with Monte Carlo approximation of a function, the response surface \( \mu \).

The user of the MLMC procedure must provide the target MISE \( \epsilon^2 \), an initial number \( M^0 \) of replications to use at each level, a sequence of point sets \( \{ T_l \}_{l \in \mathbb{N}} \) whose size \( N_l = |T_l| \) increases by a factor of roughly \( s^\gamma \) at each level, and a rate \( \alpha \) such that integrated squared bias and refinement variance at the \( \ell \)th level are \( \mathcal{O}(s^{-2\alpha \ell}) \), as in the conditions established in Section 3.5. The user does not need to know exactly the rate \( \alpha \) at which the bias and refinement variance decrease as the level increases. Suppose that \( \alpha \) is chosen to be unnecessarily small, so that it is true that \( \| \text{Bias}[\hat{\mu}_l] \|_2^2 \) and \( \| \nu_l \|_1 \) are \( \mathcal{O}(s^{-2\alpha \ell}) \), but these statements are weak. Then the procedure will tend to proceed to a higher level than necessary, due to its stopping criterion.

The stopping criterion uses the factor \( s^{2\alpha} \) to guess whether the integrated squared bias of the MLMC estimator with \( \ell \) levels is small enough. The integrated squared bias of the MLMC estimator with \( \ell \) levels is the same as that of \( \hat{\mu}_\ell \), the metamodel built on the point set \( T_\ell \) alone. Condition 1 in Section 3.5 establishes a bound on this of \( b^2 s^{-2\alpha \ell} \). If this bound were tight, then we would have

\[
\| \mathbb{E} [\hat{\Delta}_\mu] \|_2^2 = \| \mathbb{E} [\hat{\mu}_\ell - \hat{\mu}_{\ell-1}] \|_2^2 \geq b^2 s^{-2\alpha \ell} (s^{2\alpha} - 1) = (s^{2\alpha} - 1) \| \text{Bias}[\hat{\mu}_\ell] \|_2^2.
\]

The goal of \( (s^{2\alpha} - 1) \| \text{Bias}[\hat{\mu}_\ell] \|_2^2 \leq \epsilon^2 / 2 \) suggests a stopping criterion of

\[
\| \hat{\Delta}_\mu_{\ell} \|_2^2 \leq (s^{2\alpha} - 1) \frac{\epsilon^2}{2},
\]

which is conservative, considering that \( \mathbb{E} \left[ \| \hat{\Delta}_\mu \|_2^2 \right] \geq \mathbb{E} \left[ \| \Delta_\mu \|_2^2 \right] \) promotes delayed stopping. Nonetheless, to avoid stopping too early due to unluckily low values of \( \| \hat{\Delta}_\mu \|_2^2 \), we also include a second estimator of \( \mathbb{E} \left[ \| \hat{\Delta}_\mu \|_2^2 \right] \) in the test. The other estimator is \( s^{-2\alpha} \| \hat{\Delta}_\mu_{\ell-1} \|_2^2 \), based on extrapolating from the previous level. We stop if both estimators are below the threshold. That is, the stopping criterion is

\[
\max \left\{ \| \hat{\Delta}_\mu_{\ell} \|_2^2, s^{-2\alpha} \| \hat{\Delta}_\mu_{\ell-1} \|_2^2 \right\} \leq (s^{2\alpha} - 1) \frac{\epsilon^2}{2}.
\]  

(14)

In practice, the integrals cannot be observed, so we approximate them by averages over a set \( \mathcal{P} \) of prediction points. Specifically, we sampled those prediction points independently and uniformly over \( \Theta \).

The stopping criterion provides some insight about choosing the spacing of the levels, i.e., choosing the factor \( s^\gamma \) by which the number of design points increases. As we saw in Section 3.5, \( \alpha = \gamma / 2 \phi \), where \( \phi \) is a constant determined by the metamodeling scheme, the structure of the point sets, and the dimension of the problem. We do not want to choose \( s^\gamma \) to be very large, or else doing the last level necessary to get MISE below \( \epsilon^2 \) could be much more work than needed to be done. From the stopping criterion, we see that we also do not want to choose \( s^\gamma \) to be too close to 1, or else \( s^{2\alpha} \) will be too close to 1, making the stopping criterion difficult to satisfy. In other words, if we believe that bias shrinks very slowly as we advance to the next level, then we believe that the remaining bias can be much larger than the refinement we observe at this level. In such a situation, checking the size of the refinement at one level would not work well.

There is also a question about how to estimate the variance of the level-0 metamodel or higher-level refinements. The method we used involves building a metamodel \( \hat{Y}_l(\cdot, \omega) \) for each replication \( \omega \), as discussed in Section 3.4. For prediction point \( \theta \), \( \text{Var} \left[ \hat{\mu}_0(\theta, M^0) \right] \) or \( \text{Var} \left[ \hat{\Delta}_\mu_l(\theta, M^0) \right] \) are respectively estimated by the sample variances

\[
\frac{1}{M^0 - 1} \left( \hat{Y}_0(\theta, \omega_j^0) - \hat{\mu}_0(\theta, M^0, \omega_j^0) \right)^2 \quad \text{or} \quad \frac{1}{M^0 - 1} \left( \hat{Y}_l(\theta, \omega_j^l) - \hat{\mu}_l(\theta, M^0, \omega_j^l) - \hat{\Delta}_\mu_l(\theta, M^0, \omega_j^l) \right)^2,
\]  

(15)

based on Proposition 3. If the number of replications used for variance estimation is too large and the metamodeling scheme too computationally costly for this method to be desirable, then one may apply
sectioning (Asmussen and Glynn, 2007, § 3.5) so that fewer metamodels need to be built. Other metamodeling schemes, such as stochastic kriging, provide their own variance estimates for a prediction \( \hat{\mu}_\ell(\theta) \) at the same time as they make that prediction. In this case, those variance estimates could be used instead of Equation (15).

The procedure is as follows:

1. **Initialization** Set \( \ell = 0 \).

2. **Initial Simulation for Variance Estimation** For every design point in \( T_\ell \), and also in \( T_{\ell-1} \) if \( \ell \geq 1 \), simulate \( M_0^0 \) replications using common random numbers across design points. For every prediction point \( \theta \) in \( P \), estimate the variance of \( \hat{\mu}_0(\theta, M_0^0) \) if \( \ell = 0 \) or \( \hat{\Delta}_\ell(\theta, M_0^0) \) if \( \ell \geq 1 \). One method to do this is in Equation (15). Denote the average of the variance estimates over all prediction points in \( P \) as \( V_\ell \).

3. **Further Simulation** Calculate the desired number of replications

   \[
   M_\ell = \left\lceil 2\epsilon^2 - 2 \sqrt{\frac{V_\ell}{N_\ell}} \sum_{\ell'}=0^{\ell} \sqrt{V_{\ell'} N_{\ell'}} \right\rceil. \tag{16}
   
   
   For every design point in the \( \ell \)th level, simulate more replications as needed.

4. **Assess Size of Refinement** If \( \ell \geq 1 \), for every prediction point \( \theta \) in \( P \), calculate \( (\hat{\Delta}_\ell(\theta, M_\ell, \varpi_\ell))^2 \). Denote the average over all prediction points in \( P \) as \( d_\ell^2 \).

5. **Stopping Criterion** If \( \ell < 2 \) or \( \max\{d_\ell^2, s^{-2\alpha}d_{\ell-1}^2\} > (s^{2\alpha} - 1)\epsilon^2/2 \), set \( \ell = \ell + 1 \) and go to Step 2. Otherwise, set \( L = \ell \).

6. **Final Simulation** For \( \ell = 0, \ldots, L \), recalculate the desired number of replications

   \[
   M_\ell = \left\lceil 2\epsilon^2 - 2 \sqrt{\frac{V_\ell}{N_\ell}} \sum_{\ell'}=0^{L} \sqrt{V_{\ell'} N_{\ell'}} \right\rceil. \tag{17}
   
   
   For every design point in the \( \ell \)th level, simulate more replications as needed.

7. **Final Metamodel** The MLMC prediction at any prediction point \( \theta \) is \( \hat{\mu}_0(\theta, M_0, \varpi_0) + \sum_{\ell=1}^{L} \hat{\Delta}_\ell(\theta, M_\ell, \varpi_\ell) \).

   Giles (2008) suggested Equation (17) for choosing the number of replications at each level. The goal is to make the variance (for us, the integrated variance) less than \( \epsilon^2/2 \) while allocating replications optimally across levels. The equation is related to the optimal allocation of replications in stratified sampling when the cost of a replication varies across strata (Asmussen and Glynn, 2007, § 5.7); the case \( L = 1 \) was analyzed in Section 2.2. Because Equation (17) cannot be evaluated before \( L \) is chosen, we use Equation (16) when simulating at the 4th level. Equation (17) is expected to be more than Equation (16), so we may simulate more replications at earlier levels \( \ell < L \) at the end, after choosing \( L \).

## 5 Computational Experiments

This section demonstrates numerically the benefit of using our MLMC procedure by testing its performance on three examples, which are described in Section 5.1. We found that our procedure was eight to hundreds of thousands of times faster than a standard Monte Carlo procedure, depending primarily on target precision. MLMC yielded large benefits for every combination of the three examples and two function approximation methods we tested. In the examples, the metamodeling scheme combines a grid for the experiment design with multivariate linear interpolation or kernel smoothing as the function approximation method. In kernel
smoothing, the kernel depends on the grid’s mesh size. The result is that, in both of the function approximation methods, the prediction \( \hat{\mu}(\theta) \) puts nonzero weight only on vertices of the grid cell that contains \( \theta \). The weight on the vertex \( \theta_i \) is proportional to \( \exp(-\|\theta - \theta_i\|) \), and the weights in the prediction are normalized to sum to 1.

The user-specified parameters of our MLMC procedure in Section 4 are the MISE target \( \epsilon^2 \) and the initial number of replications \( M^0 \). In our experiments, we set \( M^0 = 30 \) and varied \( \epsilon^2 \) to test the performance of the procedure over a wide range of target precision.

We performed multiple macro-replications of the MLMC simulation experiments, recording computational cost and estimating MISE in each of the macro-replications. We estimated MISE by selecting 100 prediction points and computing MSE at each of them, comparing \( \hat{\mu}(\theta) \) at a prediction point \( \theta \) to the true value \( \mu(\theta) \), which is known in these examples. The MISE attained by our MLMC procedure was less than the target \( \epsilon^2 \) in all experiments that we ran. Sometimes it was less than half the target. The computational cost of an MLMC experiment is \( \sum_{\ell=0}^{L} (1 + 2^\ell)^d M_{\ell} \), where \( L \) is the level at which the MLMC procedure stops, and the number of replications \( M_{\ell} \) is given in Equation (17). We compare the computational cost of our method to the cost of a standard Monte Carlo method, which uses a single level. In designing a standard Monte Carlo experiment, it is not obvious how to choose the number of design points. We compare to a standard Monte Carlo experiment in which the grid of design points is the same as the finest grid used by our MLMC procedure when it stops at level \( L \). This aims for an integrated squared bias less than \( \epsilon^2/2 \) for the standard Monte Carlo estimator. The standard Monte Carlo procedure uses a grid of \((1 + 2^L)^d \) points, each having \( M_L \) replications, for a computational cost of \((1 + 2^L)^d M_L^2 \). Here \( M_L^2 \) is chosen so that the integrated variance of the standard Monte Carlo estimator is approximately \( \epsilon^2/2 \). This is similar to the criterion used to choose the number of replications in our procedure. The number of replications \( M_L^2 \) is chosen based on an auxiliary experiment in which 10,000 replications were run for all the relevant grids, so as to estimate the integrated variance of predictions based on each of those grids. That is, we did not actually run a standard Monte Carlo experiment with computational cost \((1 + 2^L)^d M_L^2 \), which can be prohibitively high. Instead, we simply calculated \((1 + 2^L)^d M_L^2 \) using the stopping level \( L \) of the MLMC procedure and the number of replications \( M_L^2 \) chosen according to the auxiliary experiment, which was used only for this purpose. The average computational cost of the standard Monte Carlo and MLMC experiments is reported in Section 5.2.

5.1 Examples

5.1.1 Inventory System

This example involves a model of expected profit in an inventory system given by Aydin and Porteus (2008). The input parameter vector contains the prices \( \theta_1 \) and \( \theta_2 \) that a firm sets for two products, and it varies over the domain \( \Theta = [6, 14] \times [30, 40] \). The prices make the expected demand for product \( i \) proportional to \( q_i = \exp(\alpha_i - \theta_i)/(1 + \exp(\alpha_1 - \theta_1) + \exp(\alpha_2 - \theta_1)) \) in a logit model with coefficients \( \alpha_1 = 10 \) and \( \alpha_2 = 25 \). The stochastic demand for product \( i \) is \( D_i = U_i q_i \) where \( U_1 \) and \( U_2 \) are independent random variables uniformly distributed between 100 and 500. The costs of the products are \( c_1 = 6 \) and \( c_2 = 20 \). The inventory chosen for product \( i \) is \( I_i = (400(1 - c_i/\theta_i) + 100)q_i \). The profit in the inventory system is \( Y(\theta) = \theta_1 \min\{D_1, I_1\} - c_1 I_1 + \theta_2 \min\{D_2, I_2\} - c_2 I_2 \). Figure 3a shows the response surface \( \mu \) in this example.

5.1.2 Asian Option

In this example we estimate the price of a geometric Asian call option. The price is the expectation of the discounted payoff of the option, which is \( e^{-r t_n} \max\{0, \prod_{i=0}^{n} \frac{S_{t_i}}{\sqrt{S_{t_{i-1}}} - K} \} \) where \( t_1, \ldots, t_n \) are times at which an asset price is monitored, \( S_{t_i} \) is the price of the asset at \( t_i \), \( r \) is an interest rate, and \( K \) is the strike price of the option. It is assumed that the asset price process \( S \) is a geometric Brownian motion with volatility \( \sigma \) and drift \( r \). The input parameter vector is three-dimensional and includes the volatility \( \sigma \), the strike price \( K \), and the initial asset price \( S_0 \). Its domain \( \Theta = [0.1, 0.3] \times [90, 110] \times [80, 120] \). The other parameters of
the model were fixed at \( n = 4, t_i = i/4, \) and \( r = 0.01. \) With these parameters, the response surface \( \mu \) ranges from about 0.02 to 27 over \( \Theta. \)

### 5.1.3 Griewank Function

The response surfaces in the Asian option and inventory system examples might be considered easy to approximate because of their mild curvature. To test the performance of MLMC in approximating a response surface whose second derivative changes sign frequently, we take the response surface \( \mu \) to be the Griewank function. Figure 3b shows the Griewank function, which is given by

\[
\mu(\theta) = 1 + (\theta_1^2 + \theta_2^2)/4000 - \cos(\theta_1) \cos(\theta_2/\sqrt{2}).
\]

We created a stochastic simulation example by making the simulation output \( Y \) equal to the Griewank function \( \mu \) plus a mean-zero Gaussian random field with a nontrivial covariance structure. This Gaussian random field

\[
Y - \mu = (1 + |\theta_1|)Z_1 + \exp(-\theta_2^2)Z_2,
\]

where \( Z_1 \) and \( Z_2 \) are independent standard normal random variables.

### 5.2 Results

Figure 4 compares the computational cost of our MLMC procedure to the standard Monte Carlo procedure for different values of \( \epsilon, \) the square root of MISE. The figure displays the log of the average computational cost of each experiment, repeated over 50-500 macro-replications. From the macro-replications, we constructed 95\% normal confidence intervals for expected computational cost. These confidence intervals (which are not displayed, so as to avoid clutter in the figure) would lead to error bars of height 0.3 or less in Figure 4.

The ratio of the average computational cost of the standard Monte Carlo procedure to the average computational cost of our MLMC procedure is reported in Table 1. Depending on the example and the function approximation method, MLMC is 8-200 times faster than standard Monte Carlo for the largest values of \( \epsilon \) and 1,500-300,000 times faster for the smallest values of \( \epsilon. \)

We can compare the slopes of lines in Figure 4 to the asymptotic computational complexity described in Theorem 1. For the inventory system example, the slopes of the lines on the log-log plot are about -4 for standard Monte Carlo and a bit steeper than -2 for MLMC, which is consistent with Theorem 1 with \( \phi = d/2 = 1. \) The slope for MLMC is similar in the Griewank function example, which also has \( d = 2. \) However, the plots for standard Monte Carlo in the Griewank function example and for both methods in the Asian option example are not linear: the slope changes over the range of \( \epsilon \) that we investigated. One possible cause of this phenomenon is variability in the stopping level \( L \) of the MLMC procedure, which also affects
Figure 4: Computational cost of simulation experiments.

<table>
<thead>
<tr>
<th>log_{10} ε</th>
<th>Inventory System</th>
<th>Asian Option</th>
<th>Griewank Function</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Kernel Smoothing</td>
<td>Linear Interpolation</td>
<td>Kernel Smoothing</td>
</tr>
<tr>
<td>1.0</td>
<td>4.9 × 10^4</td>
<td>1.5 × 10^4</td>
<td>3.7 × 10^1</td>
</tr>
<tr>
<td>0.5</td>
<td>4.8 × 10^2</td>
<td>1.7 × 10^2</td>
<td>2.8 × 10^3</td>
</tr>
<tr>
<td>0.0</td>
<td>4.0 × 10^3</td>
<td>2.4 × 10^3</td>
<td>3.0 × 10^4</td>
</tr>
<tr>
<td>-0.5</td>
<td>2.7 × 10^4</td>
<td>2.9 × 10^4</td>
<td>2.9 × 10^5</td>
</tr>
<tr>
<td>-1.0</td>
<td>1.9 × 10^5</td>
<td>2.9 × 10^5</td>
<td></td>
</tr>
<tr>
<td>-1.5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-2.0</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 1: Reduction in computational cost achieved by using multi-level Monte Carlo.
the computational cost of the standard Monte Carlo procedure through the choice of grid. Another possible explanation for the difference between the theoretical rates in Theorem 1 and slopes seen in Figure 4 is that the theorem describes asymptotic growth rates of upper bounds on computational cost. Some values of $\epsilon$ in our computational experiments may be too small to see asymptotic behavior, and some function approximation methods may perform exceptionally well for some grids and some response surfaces. For example, the performance of kernel smoothing is surprisingly good for the largest value of $\epsilon$ for standard Monte Carlo in the Griewank function example and for both standard Monte Carlo and MLMC in the Asian option example.

6 Future Research

We believe that MLMC is a very valuable tool for stochastic simulation metamodeling and worthy of further development for this application. Here we sketch a few directions for future research in this area.

We provided a simple MLMC procedure for stochastic simulation metamodeling, building on the MLMC procedure of Giles (2008) for SDE simulation. Recent advances in the design of MLMC procedures for SDE simulation and other applications might be applied to build better MLMC procedures for stochastic simulation metamodeling. Haji-Ali et al. (2014) explored optimization of the sequence of experiment designs, the stopping criterion for number of levels, and the number of replications. Hoel et al. (2012) developed an adaptive experiment design which, in our setting, might correspond to using a different experiment design for each realization of the simulation output, $Y(\cdot, \omega)$. Mes et al. (2011) also developed an adaptive experiment design featuring multiple levels of coarseness; although their problem was discrete optimization via simulation, their work may be relevant to MLMC in stochastic simulation metamodeling.

We showed how MLMC can improve the rate of convergence in stochastic simulation metamodeling when error is measured based on the $\| \cdot \|_2$ norm and under conditions including Lipschitz continuity of the simulation output. Similar results could be derived using different norms and different conditions on the simulation output or also response surface. We previously derived similar results under the condition of Hölder continuity (Rosenbaum and Staum, 2013), but for operations research applications, it would be much more valuable to allow for some discontinuity in the simulation output. We are presently working on this topic. The $\| \cdot \|_\infty$ norm and higher-order smoothness are discussed in the Appendices.

McLeish (2011) provided a general method for eliminating the bias from a Monte Carlo estimator whose bias can be made to converge to zero by increasing computational effort. In the language of MLMC, his method involves randomizing the number of replications $M_\ell$ for each level $\ell$ in such a way that the number of levels $L$ is random, $M_1, \ldots, M_L$ are non-increasing, $M_\ell = 0$ for $\ell > L$, and $\mathbb{E}[M_\ell] > 0$ for all $\ell$. This method can improve the computational complexity of simulating SDEs with time-discretization bias (Rhee and Glynn, 2012, 2013); recently it was also used to approximate expectations taken under the equilibrium distribution of a positive Harris recurrent Markov chain (Glynn and Rhee, 2014). The same idea should be applicable to stochastic simulation metamodeling.

Finally, consider simulation metamodeling when a simulation run at a design point $\theta$ provides a biased estimator of $\mu(\theta)$, such as simulation of SDEs with time-discretization bias or steady-state simulation with initial-condition bias. Suppose that the bias-elimination technique described in the previous paragraph is applied to the simulation runs. Then the simulation metamodeling problem is returned to the framework considered in this article, in which the simulation runs provide unbiased estimators. Alternatively, for some such simulation metamodeling problems with biased simulation runs, one might instead try to control two kinds of bias simultaneously: the bias from function approximation, reduced by using many design points, and the bias inherent in simulation runs, reduced by increasing the computational effort per simulation run. Future research may address these questions of experiment design and the effectiveness of such simulation metamodeling procedures.
A  Applicability of MLMC

With which metamodeling schemes should MLMC be applied? MLMC improves the computational complexity of simulation metamodeling if our assumptions are satisfied. Among them, Assumption 4 is an assumption about the metamodeling scheme: the function approximation method and sequence of experiment designs. To satisfy Assumption 4, it is necessary that the function approximation method yield a prediction in the form of Equation (1), and that the sequence of experiment designs have a mesh size, defined in Equation (12), that converges to zero at an appropriate rate. In Appendix A.1, we describe some schemes that satisfy Assumption 4. Appendix A.2 contains further remarks on function approximation methods that might be used with MLMC.

First, we make a general remark about experiment design. For simplicity, we have used grids in our examples and computational experiments. However, a grid does not fill high-dimensional space efficiently. In simulation metamodeling, it seems better to use other space-filling experiment designs, such as low-discrepancy point sets (Asmussen and Glynn, 2007) or sparse grids (Barthelmann et al., 2000).

A.1 Some Specific Metamodeling Schemes that Satisfy Assumption 4

Heinrich (2000) mentioned piecewise multivariate linear interpolation as a function approximation method that is suitable for MLMC. Consider a $d$-dimensional grid for which the vector $h$ specifies the width of a grid cell in each of the coordinates; the mesh size is $\|h\|$. Let $\mathcal{N}(\theta)$ be the set of design points neighboring the prediction point $\theta$. If $\theta$ is in the interior of a grid cell, then $\mathcal{N}(\theta)$ is the set of the $2^d$ vertices of this grid cell. Piecewise linear interpolation on a grid can be done with tensor-product piecewise linear B-splines (Hastie et al., 2009), yielding a prediction in the form of Equation (1) with weight

$$w_i(\theta) = \prod_{j=1}^d \frac{\|\theta_j - \theta_{i_j}\|}{h_j} \quad \text{if } \theta_i \in \mathcal{N}(\theta), \quad w_i(\theta) = 0 \quad \text{if } \theta_i \notin \mathcal{N}(\theta).$$

Let $h^\ell$ specify the cell widths in the $\ell$th experiment design. If $\|h^\ell\|$ is $O(s^{-2\ell})$, then Assumption 4 holds with $r_{\ell} = \|h^\ell\|$ and $p_{\ell} = 0$.

Next we consider function approximation methods that work with scattered data, i.e., the experiment design need not have a special structure such as a grid. Assume that $\Delta^\ell$, the mesh size of the $\ell$th experiment design, is $O(s^{-2\ell})$.

One simple method is $k$-nearest-neighbor approximation (Hastie et al., 2009), which puts weight $1/k$ on each of the $k$ design points nearest the prediction point and weight 0 on all other design points in Equation (1). Assumption 4 holds with $r_{\ell} = 2k\Delta^\ell$ and $p_{\ell} = 0$.

As an alternative, let the weight $w_i(\theta)$ on design point $\theta_i$ depend on the distance $\|\theta - \theta_i\|$ to the prediction point $\theta$. A non-increasing function $\psi$ is used to set the influence $\psi(t)$ given to a design point at distance $t$ from the prediction point. The weight for design point $\theta_i$ in Equation (1) is

$$w_i(\theta) = \frac{\psi(\|\theta - \theta_i\|)}{\sum_{i'=1}^{N} \psi(\|\theta - \theta_{i'}\|)}.$$

If $\psi$ is strictly positive, then the prediction is a weighted average involving all of the design points; if $\psi(t) = 0$ for $t$ exceeding a threshold $\bar{t}$, then only nearby design points enter into the weighted average. Shepard’s method (Buhmann, 2003) uses such weights with a function $\psi$ such that $\psi(0) = \infty$ and $\psi(t)$ is finite for $t > 0$. The purpose of this is to ensure $\hat{\mu}(\theta_i) = Y(\theta_i)$, i.e., Shepard’s method is an interpolation method. The same formula for weights is used in kernel smoothing (Hastie et al., 2009). If $\psi(0)$ is finite, this causes smoothing, meaning that $\hat{\mu}(\theta_i)$ can depend on simulation output at design points other than $\theta_i$.

Let $\psi^\ell$ be the weighting function used with the $\ell$th experiment design. We consider two different cases in which Assumption 4 holds for Shepard’s method and kernel smoothing.

1. Suppose that there is a threshold $\bar{t}^\ell > \Delta^\ell$ such that $\psi^\ell(t) = 0$ for all $t > \bar{t}^\ell$, and $\bar{t}^\ell$ is $O(s^{-2\ell})$. Then Assumption 4 holds with $r_{\ell} = \bar{t}^\ell$ and $p_{\ell} = 0$. 

2. Finally, consider a case in which positive weight is given to distant design points. Suppose that there is a function $\psi$ such that $\lim_{t \to \infty} \psi(t) = 0$ and a bandwidth $h^t$ such that for all $t$, $\psi(t/h^t)$. Suppose the mesh size $\Delta^t \leq c_\Delta s^{-t}$ and the number $N_t$ of points in the $t$th experiment design satisfies $N_t \leq c_N s^{dt}$ for some constants $c_\Delta$ and $c_N$; this can be achieved by a sequence of grids. Suppose the bandwidth $h^t = c_h s^{-\beta t}$ where $c_h > 0$ and $\beta \in (0, 1)$ are constants. Set $r_t = c_\Delta s^{-\alpha t}$ for $\alpha \in (0, \beta)$. This makes $r_t \geq \Delta^t$. In the $t$th experiment design, for any prediction point $\theta$, there is at least one design point within distance $\Delta_t$, i.e., in $I^t(\theta; \Delta^t)$. This design point $\theta_i$ is in $I^t(\theta; r_t)$ and it receives un-normalized weight $\psi^t(||\theta - \theta_i||) \geq \psi^t(\Delta^t/h^t) \geq \psi^t(c_\Delta/c_h)$. Any design point $\theta_r$ that is not in $I^t(\theta; r_t)$ receives un-normalized weight $\psi^t(||\theta - \theta_r||) \leq \psi^t(r^t/h^t) \leq \psi^t((c_\Delta/c_h) s^{(\beta - \alpha)t})$. The total amount of normalized weight given to distant design points is

$$\sum_{i' \not\in I^t(\theta; r_t)} w^t_r(\theta) = \frac{\sum_{i' \not\in I^t(\theta; r_t)} \psi^t(||\theta - \theta_i||)}{\sum_{i \in I^t(\theta; r_t)} \psi^t(||\theta - \theta_i||)} \leq \frac{N_t \psi^t((c_\Delta/c_h) s^{(\beta - \alpha)t})}{\psi^t(c_\Delta/c_h)} = p_t,$$

where this serves to define $p_t$. Suppose that $\psi(t) = O(t^{-\alpha d + 1/\beta - 1})$. Then $\psi^t((c_\Delta/c_h) s^{(\beta - \alpha)t})$ is $O(s^{-\alpha d + 1/\beta - 1})$. Together with $N_t$ being $O(s^{dt})$, this implies that $p_t$ is $O(s^{-\alpha t})$. Thus, Assumption 4 holds.

### A.2 Function Approximation Methods to Use with MLMC

Before addressing specific methods, we discuss how an approach slightly different from that in this article could be helpful in verifying a method’s suitability for MLMC. Theorem 1 is founded on Equation (8), where we decomposed MISE into integrated variance plus integrated squared bias. This is similar to the standard decomposition of MSE into variance plus bias, which Giles (2008) used. A slightly different perspective was taken by Heinrich, who focused on function approximation methods that are used when the function being approximated can be observed without noise. Imagine that we could actually observe $\mu(\theta_i)$ at each of the design points. Applying the function approximation method described in Equation (1) to these observations, we would get $\tilde{\mu}(\theta) = \sum_{i=1}^N w_i(\theta) \mu(\theta_i)$ as the zero-noise prediction of the value of the response surface at the prediction point $\theta$. Then MISE can be bounded as

$$\mathbb{E}[||\tilde{\mu}(\theta) - \mu(\theta)||_2^2] \leq ||\tilde{\mu}(\theta) - \mu(\theta)||_2^2 + \mathbb{E}[||\tilde{\mu}(\theta) - \mu(\theta)||_2^2],$$

the sum of the deterministic integrated squared error of approximating the response surface in this scheme, plus the MISE of the noisy metamodel $\tilde{\mu}(\theta)$ considered as an estimator of the zero-noise metamodel $\mu(\theta)$. In the case of linear prediction as in Equation (1), equality holds and Equation (18) coincides with Equation (8) because $\mathbb{E}[\tilde{\mu}(\theta)] = \mu(\theta)$. Nonetheless, adopting the perspective of Equation (18) may be advantageous in checking whether a metamodeling scheme satisfies the conditions for MLMC to improve computational complexity. Instead of trying to analyze the bias of the metamodel given noisy data, one might consult the literature for error bounds on the deterministic function approximation method. The way to deal with the last term in Equation (18) is discussed in Appendix B.4.

Consider function approximation methods that fit the form of Equation (1), rewritten as

$$\tilde{\mu}(\theta) = \sum_{i=1}^N w_i(\theta) \tilde{Y}(\theta_i) = \sum_{i=1}^N \sum_{j=1}^p Q_{ij} \varphi_j(\theta) \tilde{Y}(\theta_i) = \sum_{j=1}^p \tilde{\beta}_j \varphi_j(\theta),$$

where $\varphi_1, \ldots, \varphi_p$ are basis functions and $Q$ is a matrix such that the weight on the $i$th design point $w_i(\theta) = \sum_{j=1}^p Q_{ij} \varphi_j(\theta)$ and the coefficient on the $j$th basis function $\tilde{\beta}_j = \sum_{i=1}^N Q_{ij} \tilde{Y}(\theta_i)$. This form applies to regression, kriging, splines (Hastie et al., 2009), and radial basis functions (Buhmann, 2003), as well as their
regularized or smoothing versions. These methods have much in common. Indeed, kriging can be seen as a form of regression, and in some circumstances, the same function approximation can be reached via splines, radial basis functions, or kriging (Myers, 1992).

The phrase “basis functions” indicates that \( \{ \varphi_n \}_{n \in \mathbb{N}} \) forms a basis for a space \( F \) of functions; the meta-model \( \hat{\mu} \) must be in \( F \). For MLMC to be applicable, there should be a sequence of functions \( f_n \) in \( F \) such that the error \( f_n - \mu \) in approximating the response surface \( \mu \) converges to zero in the desired sense. (In the setting of this article, it would be that the integrated squared error \( \| f_n - \mu \|_2^2 = \int_{\Theta} (f_n(\theta) - \mu(\theta))^2 \, d\theta \) goes to zero.) For example, quadratic regression is inappropriate as a method to use with MLMC, because we cannot assume that the response surface can be well approximated by a quadratic function of \( \theta \). Sobolev spaces seem to be a good choice for \( F \). They are connected with the spline and radial basis function methods for function approximation (Fasshauer, 2012). They also accommodate the use of higher-order function approximation methods to attain better rates of convergence when the function being approximated is smoother.

A limitation of Equation (19) is that it has weights that do not depend on simulation output. In practice, the weights often involve bandwidths, smoothing parameters, or other parameters that are selected using the simulation output. Addressing that issue might complicate the analysis, but we suspect it that need not be an obstacle to applying MLMC with these methods even when using a good parameter-selection technique.

Next, consider moving least squares regression (Levin, 1998; Salemi et al., 2012), also called “local regression” (Loader, 1999; Hastie et al., 2009). In this method, Equation (19) applies, except that the coefficients \( \hat{\beta}_j(\theta) \) are allowed to depend on the prediction point \( \theta \). This allows moving least squares regression to approximate a larger space of functions than the corresponding form of ordinary regression. For example, continuously differentiable functions are locally linear, and Levin (1998) has a theorem providing the rate of convergence for moving least squares linear regression to approximate a continuously differentiable function, with error measured by the \( \| \cdot \|_\infty \) norm. We conjecture that the same rate would obtain for moving least squares linear regression to approximate a Lipschitz-continuous function, with error measured by the \( \| \cdot \|_2 \) norm. For the reason, see Appendix B.3, where we sketch the connection between Lipschitz continuity and Heinrich’s Sobolev space framework.

Finally, neural networks can approximate a large space of functions. The details depend on the architecture of the neural network, and the architecture may need to increase in size to allow approximation error to converge to zero. For example, neural networks can approximate any continuous function on a compact, convex subset of \( \mathbb{R}^d \), but the required number of nodes in the network may go to infinity as the approximation error goes to zero. See Kainen et al. (2013) for an overview of results on function approximation by neural networks and associated rates of convergence. Training a neural network can be much more difficult than computing good coefficients \( \hat{\beta}_j \) in Equation (19). Care should be taken to ensure that the function approximation is actually improved by expanding the point set. One might even consider, in Equation (6), using the neural network for \( \hat{\mu}_{k-1} \) as a starting point for building the neural network for \( \hat{\mu}_k \).

### B Relation to Previous Research

MLMC for parametric integration was analyzed originally by Heinrich and Sindambiwe (1999) and Heinrich (2000, 2001), and recently by Daun and Heinrich (2013, 2014), using different assumptions on the simulation output \( Y : \Theta \times \Omega \to \mathbb{R} \). Among the assumptions of Heinrich and Sindambiwe (1999) and Daun and Heinrich (2013, 2014) is that \( Y \) is continuously differentiable on \( \Theta \times \Omega \). Similarly, \( Y \) must have continuous partial derivatives with respect to the parameters in \( \theta \) for the analysis of Daun and Heinrich (2014) to yield useful results. As discussed in Section 1, it is common in stochastic simulation metamodeling in operations research for \( Y \) to have points of non-differentiability with respect to the parameter \( \theta \). This is allowed under the smoothness assumptions of Heinrich (2000, 2001). However, his assumptions about \( \Theta \) and \( \Omega \), and the integrability properties of \( Y \) on \( \Theta \times \Omega \), create obstacles to the direct application of his results for our purposes. We avoid these difficulties by assuming instead that \( \Theta \) is compact, as do Heinrich and Sindambiwe (1999) and Daun and Heinrich (2013, 2014). To summarize the position of our work relative to the previous literature:

- Our work has a mixture of some assumptions of Heinrich (2000, 2001), allowing for \( Y \) not to be
differentiable everywhere with respect to the parameters in \( \theta \), and the assumption of Heinrich and Sindambiwe (1999) and Daun and Heinrich (2013, 2014) that the domain \( \Theta \) is compact.

• Our work is more general in that it drops the assumption that \( \Omega \) is finite-dimensional, which was made in all of the articles mentioned here.

• Our work is less general in neglecting the benefits of higher-order smoothness, e.g., existence of second derivatives. Whereas we consider only Lipschitz continuity, the previous literature also shows how higher-order smoothness can improve the computational complexity of MLMC.

In this appendix, we discuss the applicability of the assumptions of Heinrich (2001) in detail, using our notation rather than his, and explain how his results relate to ours. Lastly, we present a fuller exposition of Heinrich’s approach to error analysis based on the theory of random fields, and state how it can be used in our setting.

B.1 The Probability Space

Heinrich assumed that the integration in parametric integration is integration over a subset \( \Omega \subset \mathbb{R}^{d_2} \) with respect to a uniform measure, and approximated integrals of the form \( \int_{\Omega} Y(\theta, \omega) \, d\omega \) by Monte Carlo sampling of random variates uniformly distributed on \( \Omega \). However, as Heinrich (2001) remarked, it is not necessary to sample uniformly on \( \Omega \); importance sampling could be used instead. We believe that it remains within the spirit of Heinrich’s work to observe that, likewise, it is not necessary for the integral to be with respect to a uniform measure in the first place, nor is it necessary for the domain of integration to be a subset of \( \mathbb{R}^{d_2} \) for some \( d_2 \). Indeed, \( d_2 \) does not appear in Heinrich’s computational complexity theorems. Consequently, we have made no assumption about the probability space \( (\Omega, \mathbb{P}) \) in which we have a stochastic model and approximate expectations by Monte Carlo. We merely assume that this can be done in the usual way, with zero bias and finite variance. In particular, we wish to make it clear that our analysis of MLMC applies to simulation models in which the number of random variates generated per replication is unbounded (instead of being bounded by \( d_2 \)).

B.2 The Parameter Domain

Heinrich assumed that the parameter domain \( \Theta \in \mathbb{R}^d \), over which the response surface \( \mu = \mathbb{E}[Y] \) is to be approximated, is a bounded open set. Making \( \Theta \) an open set allows for \( Y \) and \( \mu \) to be unbounded, even if they are continuous. As an example in operations research, we might think of queueing system behavior on an open set of parameter values for which the system is stable, e.g., in an M/M/1 queue with arrival rate \( a \) and service rate \( b \), taking \( \Theta = \{(a, b) : 1 < a < b < 2\} \). With an open domain like this, simulation metamodeling necessarily involves extrapolation. We suppose that in simulation metamodeling in operations research, it is not common to aim for high precision in the predictions from a metamodel outside the range of parameter values explored in the experiment design, and where the response surface may be unbounded. Instead, our Assumption 1 is that \( \Theta \) is a compact set in \( \mathbb{R}^d \). Similarly, Heinrich and Sindambiwe (1999) and Daun and Heinrich (2014) assumed that \( \Theta = [0, 1]^d \).

Equation (10) shows that the response surface \( \mu \) is Lipschitz continuous. Therefore it is bounded on \( \Theta \). Likewise, almost surely, \( Y(\cdot, \omega) \) is Lipschitz continuous and therefore bounded on \( \Theta \). Similarly, if \( \hat{\mu} \) is a weighted sum of simulation output, as in our Assumption 4, then \( \hat{\mu} \) too is almost surely Lipschitz continuous and therefore bounded on \( \Theta \).

Heinrich further assumed that \( \Theta \) has Lipschitz boundary. This is a standard regularity property to assume for bounded open subsets of \( \mathbb{R}^d \) in the theory of Sobolev spaces (Adams, 1975, pp. 66-67), which Heinrich used. The assumption of Lipschitz boundary is not necessary in our simpler setting.
B.3 Smoothness and Integrability

Heinrich assumed that for some degree of smoothness \( r \in \mathbb{N} \) and exponent of integrability \( q \in [1, \infty] \) satisfying the Sobolev embedding condition \( r/d > 1/q \), the function \( Y \) is in the space \( W^{r,0}_q(\Theta \times \Omega) \), a slightly non-standard Sobolev space to be defined below. See Adams (1975) for the mathematics of Sobolev spaces.

The exponent \( q \) governs the norm which is used in quantifying error. For \( 1 \leq q < \infty \), the norm of the error is

\[
\|\hat{\mu} - \mu\|_q = \left( \int_{\Theta} |\hat{\mu}(\theta) - \mu(\theta)|^q \, d\theta \right)^{1/q}.
\]

For \( q = \infty \), \( \|\hat{\mu} - \mu\|_\infty \) is the greatest lower bound of the set of constants \( K \) such that \( |\hat{\mu}(\theta) - \mu(\theta)| \leq K \) for almost every \( \theta \in \Theta \). Supposing that \( \hat{\mu} \) and \( \mu \) are bounded on \( \Theta \) (see Section B.2), \( \|\hat{\mu} - \mu\|_\infty \) is simply the maximum value attained by \( |\hat{\mu}(\theta) - \mu(\theta)| \) for any \( \theta \in \Theta \). Thus, \( q = \infty \) is of interest as the worst error of the metamodel. Also of interest is \( q = 2 \), because \( \|\hat{\mu} - \mu\|_2^2 \) is the integrated squared error which goes into MISE, a standard way to measure quality in stochastic simulation metamodeling. Separate computational complexity theorems cover the cases \( 1 \leq q < \infty \) and \( q = \infty \), and the computational complexity is worse when one wishes to bound \( \|\hat{\mu} - \mu\|_\infty \) (Heinrich, 2001). We have focused on the case \( q = 2 \).

The order of smoothness \( r \) relates to how many times the function \( Y \) can be weakly differentiated with respect to parameters in the vector \( \theta \in \Theta \). Weak differentiation is the concept of differentiation used in Sobolev spaces. For example, the function \( f \) given by \( f(\theta) = \max\{0, \theta\} \) is not differentiable on \([-1, 1]\), but it is weakly differentiable on \([-1, 1] \). The functions given by \( 1\{\theta > 0\} \) and \( 1\{\theta \geq 0\} \) are both weak derivatives of \( f \) on \([-1, 1] \). The weak derivative of a function can be thought of as being unique as an equivalence class of all weak derivatives, because the weak derivatives of a single function must be equal almost everywhere and they must equal the ordinary derivative wherever it exists. The weak derivative of \( f \) is discontinuous at \( 0 \), so \( f \) is not twice weakly differentiable. With this example in mind, we take \( r = 1 \) to be most appropriate for stochastic simulation metamodeling in operations research, although higher-order smoothness can occur.

To define the Sobolev space \( W^{r,0}_q(\Theta \times \Omega) \), we must consider weak partial derivatives. Let \( \alpha \) represent a multi-index, a vector of length \( d + d_2 \) in Heinrich’s setting, such that \( \alpha_i \) is the number of times to differentiate (weakly) with respect to the \( i \)th coordinate. Let \( |\alpha|_\theta = \sum_{i=1}^d \alpha_i \) be the total number of times to differentiate with respect to the parameters in \( \theta \) and \( |\alpha|_\omega = \sum_{i=d+1}^{d+d_2} \alpha_i \) be the total number of times to differentiate with respect to the coordinates of \( \omega \); also let \( |\alpha| = |\alpha|_\theta + |\alpha|_\omega \). Let \( D^\alpha Y \) represent \( Y \)'s weak partial derivative of order \( \alpha \); if the partial derivative of order \( \alpha \) in the ordinary sense were to exist, it would be written

\[
\frac{\partial^{\alpha}}{} Y = \frac{\partial^{\alpha} Y}{\partial \theta_1^{\alpha_1} \cdots \partial \theta_d^{\alpha_d} \partial \omega_1^{\alpha_{d+1}} \cdots \partial \omega_{d_2}^{\alpha_{d+d_2}}}. 
\]

The assumption that the function \( Y \) is in the space \( W^{r,0}_q(\Theta \times \Omega) \) means that \( Y \) satisfies

\[
\int_{\Theta \times \Omega} |D^\alpha Y|^q \, d\omega \, d\theta < \infty
\]

for all \( \alpha \) such that \( 0 \leq |\alpha|_\theta \leq r \) and \( |\alpha|_\omega = 0 \). To paraphrase Heinrich (2001), this means roughly that with respect to \( \theta \), \( Y(\theta, \omega) \) behaves like a function in the Sobolev space \( W^{r}_q(\Theta) \), and with respect to \( \omega \), it behaves like a function in the Sobolev space \( W^{r}_q(\Omega) = L_q(\Omega) \). This gives us a second reason to focus on the case \( q = 2 \): we have no desire to impose an assumption that the simulation output has moments of order higher than 2.

However, there is an obstacle to applying Heinrich’s results to our desired case of \( r = 1 \) and \( q = 2 \): the Sobolev embedding condition \( r/d > 1/q \) fails to hold for dimension \( d > 1 \). This turns out to be irrelevant in our setting. The Sobolev embedding condition is used to ensure that functions in a Sobolev space \( W^{r}_q \) on a \( d \)-dimensional domain are continuous. Heinrich (2008) addresses the case in which the Sobolev embedding condition does not hold and the elements of \( W^{r}_q \) are equivalence classes of functions that may be discontinuous. In our setting (as shown in Appendix B.2), it follows from our Assumptions 1 and 3 that \( Y(\cdot, \omega) \) is almost surely a bounded, Lipschitz-continuous function on \( \Theta \). It belongs to \( W^{1,1}(\Theta) \) because it and
its weak first derivatives are bounded, so have finite \( \| \cdot \|_\infty \) norm. In a sense, we have \( q = 2 \) in the error analysis of Theorem 1 of Heinrich (2001) because we are measuring error with the \( \| \cdot \|_2 \) norm, yet at the same time we have \( q = \infty \) for purposes of verifying the Sobolev embedding condition.

### B.4 Error Analysis

In Appendix A.2, we mentioned that Heinrich has a different approach to error analysis. Let \( \hat{\mu}_N^{\text{MLMC}} \) represent the metamodel built by MLMC, defined in Equation (5). Similar to Equation (18), Heinrich’s approach to error analysis would bound MISE as

\[
E \| \hat{\mu}_N^{\text{MLMC}} - \mu \|_2^2 \leq E \| \hat{\mu}_N^{\text{MLMC}} - \hat{\mu} \|_2^2 + E \| \hat{\mu}_N^{\text{MLMC}} - \hat{\mu} \|_2^2
\]

where \( \hat{\mu} \) is the function approximation produced in the absence of noise. The approach proposed by Heinrich (2001) and followed up by Daun and Heinrich (2013, 2014) is more general than what is stated here. What Heinrich refers to as an “\( X \)-valued random variable” where \( X \) is a Banach space, we call a “random field.” We focus on \( L_2 \) as the Banach space because of our interest in the \( \| \cdot \|_2 \) norm. A general approach to bounding \( E \| \hat{\mu}_N^{\text{MLMC}} - \hat{\mu} \|_2^2 \) appears in Section 4 of Heinrich (2001), and this is carried out for a specific metamodeling scheme in Daun and Heinrich (2013): see particularly Lemma 1, Proposition 1, and Theorem 1.

The main idea is to consider the function \( \hat{Y}(\cdot, \omega) \) defined in Equation (13), produced by applying the function approximation method to each realization \( Y(\cdot, \omega) \) of the random field. This is the crux of the parametric integration viewpoint on stochastic simulation metamodeling. It is also analogous to the idea of Giles (2008) that a scheme for approximate solution of an SDE can be applied to “a given Brownian path” on a coarse grid and a fine grid. Even when \( \hat{Y}(\cdot, \omega) \) need not be used to compute a metamodel in stochastic simulation, still we believe that it remains a fruitful concept for the design and analysis of stochastic simulation metamodeling procedures. For example, we used it in our procedure’s variance estimators in Equation (15).
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