Queueing Models for Patient-flow Dynamics in Inpatient Wards

Jing Dong  
Columbia University, New York, NY 10027  
Ohad Perry  
Northwestern University, Evanston, IL 60208

Hospital-related queues have unique features that are not captured by standard queueing assumptions, necessitating the development of specialized models. In this paper we propose a queueing model that takes into account the most salient features of queues associated with patient-flow dynamics in inpatient wards, including the need for a physician’s approval to discharge patients, and subsequent discharge delays. In this setting, fundamental quantities, such as the (effective) mean hospitalization time and the traffic intensity, become functions of the queueing model’s primitives. We therefore begin by characterizing these quantities, and quantifying the impacts that the discharge policy has on the average bed utilization and maximal throughput. We then introduce a deterministic fluid model to approximate the non-stationary patient-flow dynamics. The fluid model is shown to possess a unique periodic equilibrium, which is guaranteed to be approached as time increases, so that long-run performance analysis can be carried out by simply considering that equilibrium cycle. Consequently, evaluating the effects of policy changes on system’s performance, and optimizing long-run operating costs, are facilitated considerably. The effectiveness of the fluid model is demonstrated via comparisons to data from a large hospital and simulation experiments.
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1. Introduction

Healthcare spending in the United States (US) is the highest in the world, with hospital-related expenditures taking the lion’s share of the National Health Expenditure (NHE). Specifically, 17.9% of the US Gross Domestic Product (GDP)—$3.3 trillion, or $10,348 per capita—were spent on healthcare in 2016, with approximately 32% of that amount (over $1 trillion) going to hospital care (Centers for Medicare and Medicaid Services 2018). The NHE is projected to keep increasing in the coming years, with hospital spending kept at approximately 32% (Keehan et al. 2008). Hence, even moderate improvements in hospital operations can have a substantial macroeconomic impact. Furthermore, under the new Pay-for-Performance (known as P4P) policy of the Affordable Care Act (“Obamacare”), Medicare payments to hospitals are linked to the quality of care that they provide, whose measurements incorporate waiting times in the Emergency Department (ED) and overall Length of Stay (LOS) (Medicare 2015), incentivizing hospital managements to improve their queueing-related quality of service. These facts, in addition to the increasing demand experienced by many hospitals, and the fact that resources cannot be easily increased, lead hospital
managements to seek policy changes to improve patients-flow among the different hospital units in an effort to reduce related congestions and delays.

To this end, queueing models are incorporated into toolkits that are dedicated to help hospitals improve related operations; see, e.g., Banner Health (2015). It is significant that such toolkits build on existing queueing models (such as the $M/M/c$ queue), despite the fact that patient-flow dynamics within the hospital possess unique features that are not captured by those existing models. For example, hospitalized patients do not leave their beds immediately upon their “service” completion (i.e., when they are recovered), and tend to occupy their beds for longer times than necessary – a phenomenon known as bed blocking. In this paper, we propose a new queueing model for Inpatient Wards (IW), taking into account the unique features associated with patient-flow dynamics.

1.1. A “Copernican” Queueing Network

From the patient-flow perspective, a hospital can be viewed as a complex queueing network with several interconnected service stations, some of which have exogenous arrivals of patients (e.g., practically all the arrivals to the ED), while others get almost all of their patients from other units. Our focus here is on the IWs which, in a large hospital, consist of a large number of beds pooled together (Armony et al. 2015, Shi et al. 2016). We thus consider a single large service pool (referred to as “the IW”), in which beds play the role of “servers”, bed requests are considered as “arrivals”, and the queue consists of patients waiting, in other units of the hospital, for a bed in the IW.

Our focus on the IW is due to the following reasons: First, there is strong evidence that IW admission delays lead to an increase in LOS, higher mortality rates (Kc and Terwiesch 2009, Richardson 2002), and increased probabilities for readmissions (Trzeciak and Rivers 2003). Second, congestion in the IW tends to propagate to “upstream” units, such as the ED, certain Intensive-Care Units (ICU), Post-Anesthesia Care Units (PACU), and eventually, even to the Operating Rooms (OR); see Hall et al. (2006), Argo et al. (2009) and McGowan et al. (2007). Specifically, lack of available beds in the IW has been identified as a main cause for prolonged ED boarding$^1$.

$^1$a boarded patient is a “patient who remains in the ED after being admitted to the facility, but has not been transferred to an inpatient unit”; ACEP (2011)
which in turn lead to ED overcrowding (Asplin and Magid 2007, Trzeciak and Rivers 2003). Thus, it is natural to focus on the IW in an effort to improve its operations, and consider it as the central unit of the hospital from the queueing perspective, which is our approach here. A schematic representation of the IW-centered network is depicted in Figure 1. See also Figures 1 and 2 in Armony et al. (2015) for a detailed depiction of the specific hospitals they study.

1.2. Main Characteristics of IW Queues
Since patient-flow dynamics are highly complex, an effective model must be relatively parsimonious, “distilling” only the most salient characteristics of the related queueing processes. We now elaborate on the three main features that are incorporated in our model.

1. Periodic Discharge Decisions. Unlike a typical queueing system, in which customers depart the server immediately when their service terminates, a recovered patient does not leave the bed until a physician examines and approves her release. In large hospitals, most patients are examined during daily inspection rounds that take place in the morning hours. Thus, patients may occupy their beds for relatively long periods of time after their recovery, while waiting to be examined by a physician.

2. Discharge Delays. The departures of a patients who were judged to be recovered is further delayed due to several reasons (e.g, paperwork, need for transportation arrangements, coaching by professionals, etc.), and occur in batches, several hours after the morning inspection round has ended; e.g., §4.2 in Armony et al. (2015). These delays lead to a relatively low variability of the discharge times, as most departures tend to be concentrated at a narrow time interval that is highly predictable. For example, in the hospital studied in Armony et al. (2015), most departures occur between 3pm and 4pm; a similar phenomenon is observed in the Singaporean hospital studied in Shi et al. (2016); see Figure 9 in this latter reference.

3. Non-stationarity. Like most service systems in practice, the arrival rate (of bed requests) to the IW is time-varying, implying that it is a non-stationary system (namely, it does not possess a steady state). However, unlike many other service systems for which stationary analysis can be effective despite having time-dependent arrival rates, the time-dependent queueing dynamics corresponding to patient-flow must be incorporated into a queueing model for the IW. In particular, stationary analysis is reasonable when the arrival rates are nearly fixed over sufficiently-long time intervals, so that the queue can approach a (local) steady state that is associated with those fixed rates. It is significant that such local steady-state analysis hinges on the assumption that changes in the arrival rate are relatively small during time periods that are at least several average service-times long (Gans et al. 2003, §3.2). This latter assumption cannot be made in the IW setting, since the arrival rate of bed-request changes considerably throughout the day (e.g., Figure 1 in Dai and Shi (2017)), while the average hospitalization period is several-days long.
1.3. Contribution

We make the following key contributions:

(I) We propose a simple queueing model based on the main features of the IW patient-flow dynamics described in §1.2 above. We show that the effective service-time of a patient depends on her arrival time (see Remark 2 below), so that a “service rate” does not exist. Nevertheless, we characterize the maximum effective service rate as an explicit function of the model primitives, and in particular, of bed blocking that is due to the special discharge process. In turn, this allows us to quantify the maximal throughput of the IW, namely, the maximum number of arrivals per day that the IW can handle without making changes to its treatment or discharge policies. Even though our system is not stationary, we prove that it converges to a periodic steady state provided the average number of daily arrivals is smaller than the maximum throughput.

(II) Since the stochastic dynamics of our model are intractable, we develop an analytically-tractable fluid model to approximate those complex patient-flow dynamics. We then prove that, just like the underlying stochastic system, the fluid approximation possesses a unique periodic steady state to which it converges for all initial conditions. For the case $D = 0$, namely, when there is no discharge delay, we characterize the convergence rate of the fluid model to its periodic steady state. The accuracy of the fluid model as an approximation to the stochastic system is demonstrated via (i) simulation experiments; (ii) by proving that it holds as a many-server heavy-traffic fluid limit; and more importantly, (iii) by comparing the fluid predictions to real hospital data.

(III) The convergence of the queueing system and the corresponding fluid approximation to a periodic steady state simplifies long-run analysis considerably, because long-run computations reduce to the analysis of a single period (the stationary one); see Theorem 3 below. We demonstrate how this “stationary-type” analysis facilitates the computations of key performance measures, as well as optimization of those measures. In particular, one can easily compute the impact of changing the time of the inspection round or the discharge delay on the queue length, waiting times, or, e.g., the proportion of patients that wait more than a given time period for an IW bed.

(IV) The robustness of our proposed model is demonstrated by considering extensions to the basic model and comparing their fluid models. In the first extension, we consider a multiclass model having several patient types, each with a different service time distribution. In the second extension, we assume that the discharge occurs during a time interval according to a given density function (that would be estimated from data in practice). Numerical examples demonstrate that simple adjustments to the basic model can be applied to capture these extensions.

1.4. Related Literature

IW-related Queueing Models. The literature concerning hospital queues is quite large, with much attention given to the ED, operating rooms and ICUs, see for example Song et al. (2015), Chan et al. (2012), Green and Savin (2008); here we focus on IW-related queueing models.
Best et al. (2015) consider an optimal partitioning of the hospital beds to wings, and employ the Erlang-A model to approximate the fraction of patients that abandon when waiting for a bed. The interaction between the ED and the hospital wards is studied in Mandelbaum et al. (2012), where the hospital is modeled as an inverted $V$ model, and the “randomized most-idle” policy is proposed so as to ensure servers fairness (measured in bed idleness ratios) in an asymptotic diffusion limit for a stationary system. The interaction between the ED and the IWs is also studied in Ramakrishnan et al. (2005), which propose a two-time-scale model (in particular, the ED is considered to operate in a faster time scale than the wards) to study the impacts of IW operations on the ED.

The most closely related works to ours are Chan et al. (2017) and the series of papers Dai and Shi (2017), Shi et al. (2016), Dai and Shi (2018). In Shi et al. (2016), the authors build a detailed simulation model to study the effects of operational policies in the IW on ED boarding times. In the subsequence paper Dai and Shi (2017), a two time scale model for the IW is proposed. In that model, patients’ LOS is comprised of the number of days, measured by the number of midnights, and of a “fast” intra-day time scale, which is the additional time spent by the patient in the IW on the day of admission and the day of discharge. The assumption is that a patient is medically ready to leave the bed at the midnight hour of the day at which she is discharged. The dynamics of the two time-scale model can be analyzed exactly, but the computational complexity renders such analysis impractical. Therefore, a diffusion approximation, based on Stein’s method, is developed and is shown to be effective and accurate for large systems with long service times. Based on the two time scales method, Dai and Shi (2018) employs approximate dynamic programming to develop good overflow policies between different wards in a hospital. The approximation step involves a value function obtained from a fluid control problem.

In contrast to the two time-scales approach in the latter papers, we assume that the recovery process of patients is a continuous process, e.g., a patient that is not ready to be discharged in the morning may be physically recovered in the afternoon of the same day, as is indeed the case in reality. In fact, in small units, physicians may add a second inspection round in the afternoon in order to discharge more patients. On the other hand, unlike the analytical model in Dai and Shi (2017), our model cannot be analyzed exactly, and even diffusion approximations seem to be prohibitively hard to develop. Hence, we focus on approximating the predictable variability of the system by considering a fluid approximation for the patient-flow dynamics. Data shows that our model can accurately capture the average queueing dynamics of heavily loaded IWs (see §7 below).

In Chan et al. (2017) a time-varying queueing model with periodic inspection rounds, but no discharge delays, is analyzed. The main goal is to study the impacts of adding more inspection rounds since our focus is on large IWs.
rounds on the system’s performance, as well as to characterize the optimal times to perform those inspection rounds. Chan et al. (2017) consider hospital units which are relatively lightly-loaded (e.g., ICUs), and thus employs highly-tractable infinite-server approximations for their analysis. We, on the other hand, focus on heavily-loaded IWs that have little or no extra bed capacity. Furthermore, unlike Chan et al. (2017), which focus on small units for which it is feasible to add inspection rounds, more than one inspection round is unlikely to take place in large IWs due to the number of people that are involved and the time that those inspection rounds consume. Thus, our model, goals and analyses are different than those in Chan et al. (2017). In particular, we employ a fluid model to approximate the system’s dynamics and key performance measures. That fluid model, which is also a fluid limit (functional weak law of large numbers) that is achieved under the many-server heavy-traffic regime, can be used to optimize operations and staffing (bed capacity) under waiting-time constraints.

**Periodic Queues.** Fluid and diffusion limits to approximate periodic time-dependent behavior of many-server queues were considered in Heyman and Whitt (1984), Liu and Whitt (2011a) and Puhalskii (2013). A queueing network in Perry and Whitt (2016) is shown to have a fluid limit with two equilibria: a fixed point and a periodic equilibrium, and either one can be the limit (as time increases) for a given fluid trajectory, depending on the parameters of the problem and the initial condition. Here we show that a unique periodic equilibrium exists for our model, and that equilibrium is also the limit point of all fluid trajectories.

**Related Service Models.** Queueing systems with batch departures, motivated by hospitals’ outpatient departments, were considered as early as the mid 1950’s (Bailey 1954). There is very limited work on queues with added delays to the service process. In Maglaras et al. (2013), delay is artificially “injected” in order to differentiate between distinct classes of delay-sensitive customers; see also Afeche (2013). In §4 of Pang and Perry (2014), delay in the queue (but not in service) is forced on inbound calls to a contact center that serves both inbound and outbound call so as to guarantee that given service-level constraints are met. Unlike the settings in these latter three papers, in our work, discharge delays are a negative phenomenon that should be minimized.

1.5. **Organization**

The rest of the paper is organized as follows. We describe the queueing model in §2 and characterize stability condition in §3. To approximate the queueing dynamics, we introduce a fluid model in §4, and prove important qualitative results for the fluid model in §5. We then show how to use these qualitative results for long-run average performance analysis in §6. Empirical evidence for the effectiveness of the proposed fluid model is shown in §7. In §8 we demonstrate the robustness of the basic fluid model by numerical and simulation comparisons to fluid approximations for more general queueing models. We conclude in §9.
In §§A and B we provide more details on the stability of the fluid model, as well as its increased accuracy as the system’s size grows, respectively. The proofs of all the results in the paper appear in §C.

2. The Model

We now specify the queueing model for the IW-centered network. In our model, the IW (which can also be two or more IWs pooled together) is considered to be a service station, its beds are considered as the servers, and the patients waiting for an IW bed are queued in the “satellite” units, which collectively serve as the buffer of the queue. (The impacts of the queue on upstream units is not modeled directly.) More specifically, we consider the IW as a multi-server queue with \(c\) servers (beds), where \(c\) is relatively large (at least several tens).

2.1. The Primitive Processes

Arrival Process. We assume that arrivals constitute a nonhomogeneous Poisson process having a strictly positive and periodic arrival-rate function \(\lambda(t), t \geq 0\); see Armony et al. (2015), Kim et al. (2015) and Kim and Whitt (2014) for the validity of this assumption. We measure time in terms of the period length, namely, we have that \(\lambda(t+1) = \lambda(t)\) for all \(t \geq 0\), where one unit of time (the “period”) represents one day in our paper, although other units of time can be considered.

Service Process. For tractability, in our basic model we assume that patients are statistically homogeneous, so that their service times are IID random variables. (We consider a multiclass generalization in §8 below.) Specifically, we assume that the service time of each patient is exponentially distributed with mean \(1/\mu\), independently of all other patients. Here, “service time” of a patient can be thought of as the actual recovery time (the time it takes that patient to be medically ready to be discharged) but it is not the total time that the patient spends in the IW (her LOS). We note that, in practice, \(\mu\) is a censored variable, because recovered patients are only identified when inspected. In §7 we demonstrate how our model can be employed to identify \(\mu\) from data.

Discharge Process. As was mentioned above, most discharge decisions are made during the inspection round that takes place once a day, typically in the morning hours. We assume that there are further delays between the inspection round and the actual departure of the patients. Since we are not interested in the inspection process itself, but rather in its outcome, namely, the number of patients that will be discharged that day, we assume that the inspection time takes place at a specific moment of the day, which can be taken to be the typical time at which the inspection round ends. Similarly, since the actual departures of the patients are highly concentrated within a relatively short time window, we consider the discharge time to take place at a single time point as well. This latter assumption is crucial in order for our fluid approximation to capture the fact that departures occur in large batches; see §4 below.
An important observation is that the departure mechanism just described implies that the LOS of patients are not IID, even though patients’ recovery times are IID. The non-IID property of the LOS was observed in data and identified as a key component in models for patient-flow dynamics in Shi et al. (2016).

Remark 1. The assumptions that patients are statistically homogeneous, discharges occur in one batch, and service times are exponentially distributed are relaxed in §8, where extensions to the basic model described above are considered. In particular, in §8 we demonstrate that the basic model can be easily adjusted to describe a multi-class IW (having several patient types), and that little is lost by the assumption that the discharge occurs at a single time point. Furthermore, we employ simulation experiments to verify that our models are robust to the distributional assumptions.

2.2. Process Dynamics and Notation
For $k = 0, 1, \ldots$, let $T_k$ denote the $k$th inspection time, where $T_k := k + T$, i.e., the inspections occur every day at the same time $T$. We assume that patients that are in the IW at the beginning of the $k$th day, and finished their service before time $T_k$, depart at time $T_k + D$, where $D \geq 0$ and $T_k + D < k + 1$ ($T + D < 1$) for all $k \geq 0$. We refer to $D$ as the discharge delay, and consider it to be a constant that is independent of $k$. Note that patients who finish their “service”, namely, are recovered, during $(T_k, T_{k+1}]$ will stay in the IW until the next discharge occurs at time $T_{k+1} + D$.

Let $Q(t)$ denote the number of patients waiting to be admitted to the IW at time $t$; $Z(t)$ be the number of patients who are actively receiving service in the IW (i.e., are in a recovery process); and $B(t)$ be the number of patients who have recovered before $t$ but have not departed yet. Alternatively, $B(t)$ is the number of “blocked beds” at time $t$. Given that there are $c$ beds in the IW, the number of available (idle) beds at time $t$ is $c - Z(t) - B(t)$, so that

$$X(t) = (Q(t), Z(t), B(t)), \quad t \geq 0,$$

is a stochastic process describing the evolution of the system.

For each $k \geq 0$, assume that all the recovered patients by the inspection time $T_k$ are identified and will be discharged at the discharge time the same day. Then at time $T_k + D$ we have that $B(T_k + D) = B((T_k + D) -) - B(T_k)$, $k \geq 0$, where $f(t-)$ denotes the left limit of a function $f$ at time $t$. (As usual, all stochastic processes are assumed to be right continuous with limits from the left everywhere.) In particular, the number of blocked beds at the discharge time is equal to the number of blocked beds immediately before the discharge less the number of beds that were blocked at the inspection round. Similarly, the process $Z(t)$ will jump up at time $T_k + D$ due to the new patients entering the IW: if $B(T_k) > Q(T_k + D)$, then $Z(T_k + D) = Z((T_k + D) -) + Q((T_k + D) -)$,
and otherwise \( Z(T_k + D) = Z((T_k + D)^-) + B(T_k) \). Finally, the size of the downward jump of the queue process \( Q(t) \) is equal to the size of the upward jump of \( Z(t) \) at \( T_k + D \).

Notice that the evolution of \( X(t) \) is completely determined by the arrival process, mean service time, number of beds, typical time of the day at which the inspection round ends, and the average delay until departures occur. In particular, the basic data set \((\lambda(\cdot), \mu, c, T, D)\) fully determines the queueing dynamics of our IW model. For illustrative purposes, we plot a sample path of \( X(t) \) for an IW with 216 beds in Figure 2 over one period (day). In this example, we take \( 1/\mu = 4.5 \) days, \( T = 10am \) and \( D = 6 \) hours. The arrival-rate function we consider is a properly-scaled version of the arrivals to all the ED’s in the US during 2010 (the data is taken from Centers for Disease Control and Prevention (2010)). We fit a piecewise constant arrival rate function to the data with a constant rate per hour. We then multiply the arrival rate function by a proper constant to make the daily arrival rate \( \Lambda = 38 \). Observe that the three component processes of \( X(t) \) have many small jumps of unit size throughout the day—corresponding to arrivals of new patients and service completion of patients—and one large jump at the discharge epoch (4pm in this example). Note that in this example, we have \( \Lambda/(c\mu) = 0.8 \). One may therefore expect to have 80% average bed utilization, with short queues and waiting time. However, queues form on a daily basis, and waiting times for those patients that wait can be several-hours long. Our analysis in the next section shows that the effective traffic intensity to the IW in this example is much larger than 0.8, and is approximately equal to 0.93; see \( \rho_e \) in (3) below.
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**Figure 2** A simulated sample path of \( X(t) \)

3. **Stability and Maximum Throughput**

We begin by characterizing a necessary and sufficient condition for the stability of \( X(t) \) in (1). In turn, this allows us to characterize the maximum throughput of the IW, namely, the maximum daily arrival rate that the IW can handle without making changes to its policies. To this end, we
first observe that the continuous-time process $X(t)$ in (1) is not Markovian when $D > 0$ because the size of the jump at time $T_k + D$ is determined at time $T_k$, for all $k \geq 0$. Nevertheless, we can embed a Discrete-Time Markov Chain (DTMC) in this continuous-time process by considering $X(t)$ immediately after inspections epochs. In particular, it is easy to see that $X_k := X(T_k), k \geq 0,$ is a DTMC.

Let $\Lambda$ denote the total input rate into the system during a period, 

$$\Lambda := \int_0^1 \lambda(s)ds = \int_{T_k}^{T_{k+1}} \lambda(s)ds, \quad k \geq 0,$$

where the second equality in (2) follows from the periodicity of the function $\lambda(t)$. Define

$$\rho_e := \frac{\Lambda}{c\beta},$$

for

$$\beta := \frac{(1 - e^{-\mu})}{1 - e^{-\mu} + e^{-\mu(1-D)}}.$$  

Due to Theorem 1 below, we interpret $\rho_e$ as the effective traffic intensity to the system, so that $c\beta$ is the maximum throughput of the IW. It follows that $\beta$ can be thought of as the maximal effective service rate per bed, taking into account the long-run proportion of time that it is blocked. See also Remark 2 below for an explanation regarding the values of $\beta$ and $\rho_e$.

**Theorem 1.** The DTMC $\{X_k : k \geq 0\}$ is ergodic, so that $X(t)$ is stable, if and only if $\rho_e < 1$.

We note that $X(t)$ is null recurrent if $\rho_e = 1$ and transient if $\rho_e > 1$; see the proof of Theorem 1.

**Discussion.** Theorem 1 demonstrates the dramatic effect that the special structure of the service and departure processes has on the IW’s throughput. We first make the observation that $\beta$ is decreasing in $D$ and that $\rho_e$ is increasing in $D$, so that decreasing (increasing) $D$ has the effect of increasing (decreasing) the effective service rate. We also observe that

$$c\beta := c\frac{1 - e^{-\mu}}{1 - e^{-\mu} + e^{-\mu(1-D)}} < c(1 - e^{-\mu}) < c\mu.$$

To interpret these inequalities, note that when there is no delay, i.e., when $D = 0$, the maximum throughput is $cP(S < 1) = c(1 - e^{-\mu})$, where $S$ is a generic random variable representing the nominal service time of a patient. Thus, the first inequality quantifies how much service capacity is lost due to the discharge delay $D$. The second inequality measures how much service capacity is lost due to the fact that patients depart only after their discharge is approved by a physician during the inspection round. Indeed, $c\mu$ would have been the maximum throughput if patients were to leave immediately upon finishing their service (i.e., if there was no inspection round and no discharge delays); see Heyman and Whitt (1984).

For a concrete numerical example, consider an IW with an expected service time of 5 days and discharge delay of 5 hours. Then $\beta = 0.175$ and $1 - e^{-\mu} = 0.18$, whereas $\mu = 0.2$. In particular,
there is 10% loss of service capacity when \( D = 0 \) and 12.5% loss of service capacity when \( D = 5 \) hours, relative to a “standard” model (in which patients leave immediately upon their service completion) having the same arrival process and service-rate \( \mu \). Note that incorporating the delays into the “standard” model, namely, taking the expected service time to be \( \frac{1}{\mu} + D \), gives service rate \( \frac{1}{\mu} + D \) \( \approx \mu \), since the delay is small relative to the average service time. In this example, \( \frac{1}{\mu} + D \) = 0.192. Thus, simply adding \( D \) to the service time of a “standard model” does not capture the impact of \( D \) on the effective service rate.

Remark 2 (Explaining \( \beta \)). The value of \( \beta \) can be understood once we observe that an overloaded system (with \( \rho_e > 1 \)) reduces to an overloaded \( M_p(t)/G/c \) model with a discrete service-time distribution \([S + D]\), where \( S \) is exponentially distributed with mean \( \frac{1}{\mu} \), and \([x]\) is the smallest integer larger than \( x \). To see this, observe that if the system is overloaded, so that its queue never empties, patients enter the IW only at the discharge time epochs \( T_k + D \). We can shift the time axis such that \( T_k = k, k \geq 0, \) so that a patient that enters service at a time \( k + D \) is identified as recovered at an inspection time \([(k + D) + S]\) and thus leaves the IW at time \([(k + D) + S] + D\).

Overall, such a patient occupies an IW bed for a duration \([(k + S + D) + D - (k + D) = [S + D]\]. Therefore, the expected service time of a patient in an overloaded system is

\[
E\left([S + D]\right) = (1 - e^{-\mu}) + \sum_{n=1}^{\infty} (n + 1) (e^{-\mu(n-D)} - e^{-\mu(n+1-D)}) = 1/\beta.
\]

Indeed, the stability condition of our system (stated in Theorem 1) and that \( M_p(t)/G/c \) model is the same. Note, however, that in a non-overloaded system, a nonnegligible proportion of the patients will enter the IW upon arrival, and that the time that a patient entering at time \( t \neq T_k + D \) spends in the IW is distributed as \([t + S] + D - t\) (which is almost surely not equal to \([S] + D\) for all \( t > 0 \)). Thus, even if patients are statistically homogeneous, the actual times they spend occupying the beds depend on their arrival times, and are therefore not identically distributed.

4. The Fluid Approximation

It follows from Theorem 1 that there exists a unique stationary distribution for the DTMC \( X_k := \{X_k : k \geq 0\} \) which is also the limiting one as \( k \to \infty \). In turn, this implies that \( X(t) \) possesses a unique periodic steady state (PSS), as in Liu and Whitt (2011a,b), Dai and Shi (2017), with period 1. That is, if \( X_0 \) is distributed according to the stationary distribution of the DTMC \( X_k \), then \( X(t) \stackrel{d}{=} X(t + 1) \) for all \( t \geq 0, \) where \( \stackrel{d}{=} \) denotes equality in distribution. Unfortunately, computing the stationary distribution of \( X_k \) numerically, and evaluating the PSS of \( X(t) \), is impractical due to the complexity of the transition matrix of \( X_k \). Therefore, we develop a fluid approximation for the dynamics of \( X(t) \), and use its periodic equilibrium to approximate the PSS of \( X(t) \).
To this end, we regard the patients and servers as continuous quantities, and assume that arrivals and service completions (recoveries) occur continuously and deterministically at rates \( \lambda(t) \) and \( \mu \), respectively. We “replace” the discrete stochastic dynamics of the process \( X(t) \) with a deterministic dynamical system described by a function \( x(t) = \{ x(t) : t \geq 0 \} \), which is assumed to be almost-everywhere (a.e.) differentiable. We use lower-case letters to denote the fluid counterparts of each of the stochastic components of \( X(t) \), e.g., \( q(t) \) denotes the quantity of patient-fluid “waiting” in queue to be processed, so that \( x(t) := (q(t), z(t), b(t)), t \geq 0 \). The fluid process \( x(t) \) takes values in \([0, \infty) \times [0, c]^{2}\), where \( c \) is a positive real number.

We assume that \( \lambda(t) \) is piecewise continuous, namely, that it has at most a finite number of discontinuities over any finite time interval. This assumption, which is clearly not restrictive in practice, supports the fluid analysis by ensuring that the differential equation describing \( x(t) \) given in (4)-(5) below, has a unique solution; see the proof of Proposition 1.

We divide the analysis into cycles that are determined by inspection times, i.e., the \( k \)th cycle is the time interval \([T_{k}, T_{k+1}]\). Then for any \( x_{0} \in [0, \infty) \times [0, c]^{2} \) and all regular points \( t \geq 0 \), where a time point \( t \) is regular if \( x(t) \) is differentiable at \( t \) (in particular, \( t \neq T_{k} + D, k \geq 0 \)), \( x(t) \) is the (unique) solution to the following Initial-Value Problem (IVP): \( x(0) = x_{0} \), and

\[
\begin{align*}
dq(t) &= 1_{\{ z(t)+b(t) = c \}} \lambda(t) dt; \\
dz(t) &= 1_{\{ z(t)+b(t) < c \}} \lambda(t) dt - z(t) \mu dt; \\
-db(t) &= z(t) \mu dt,
\end{align*}
\]

and at the jump epoch \( T_{k} + D, k \geq 0 \),

\[
\begin{align*}
q(T_{k} + D) &= (q((T_{k} + D)−) - b(T_{k}))^{+}; \\
z(T_{k} + D) &= z((T_{k} + D)−) + q((T_{k} + D)−) \wedge b(T_{k}); \\
b(T_{k} + D) &= b((T_{k} + D)−) - b(T_{k}),
\end{align*}
\]

where \( a^{+} := \max\{a, 0\}, a \wedge b := \min\{a, b\} \), for \( a, b \in \mathbb{R} \), and \( 1_{A} \) denotes the indicator function that is equal to 1 on the set \( A \), and to 0 otherwise.

To understand how the differential equations in (4) for the fluid model is obtained, note that \( z(t) \) increases at time \( t \) at an instantaneous rate \( \lambda(t) \) only if beds are available at that time \( t \) (hence the indicator function for the event \( \{ z(t) + b(t) < c \} \)), due to new arrivals that receive idle beds, and is decreasing at an instantaneous rate \( \mu z(t) \) at any time \( t \geq 0 \), due to service completions (which do not lead to departures from the IW). At the jump epoch \( T_{k} + D \), \( z(T_{k} + D) \) increases by the queue content immediately before that time, if sufficient capacity becomes available due to the discharge, and otherwise, \( z(T_{k} + D) \) increases by \( b(T_{k}) \), which is the amount of fluid that departs the system at \( T_{k} + D \). Similar reasonings lead to the equations of \( q(t) \) and \( b(t) \).
For \( t \in [T_k + D, T_{k+1} + D) \), let \( \Psi(t, x, b_k) \) denote the Right-Hand Side (RHS) of (4), so that the differential equation (4) can be compactly presented via \( \dot{x}(t) = \Psi(t, x(t), b_k) \) over the \( k \)th cycle. Denote the jump size at the \( k \)th cycle by \( J_k \), i.e., \( J_k := x(T_k + D) - x((T_k + D) -) \). The following proposition shows that the dynamics described in (4)-(5) determine a well-defined process. Let \( x_k := x(T_k), k \geq 0 \).

**Proposition 1.** For all \( x_0 \in [0, \infty) \times [0, c]^2 \) and \( 0 < u < \infty \) there exists a unique solution to the IVP

\[
\dot{x}(t) = \Psi(t, x(t), b_k) \quad \text{with} \quad x(0) = x_0, \quad \text{and} \quad J_k = (- ( q_k \land b_k ), q_k \land b_k, - b_k), \quad t \in [0, u].
\]  

(6)

We remark that the dynamics of \( x(t) \) over \( [T_k + D, T_{k+1}) \) depend on \( b_k = b(T_k) \), rendering the IVP a non-Markov deterministic process; in particular, it is not an Ordinary Differential Equation (ODE).

We next show that the fluid model should approximate large IW’s well by proving that it is also the fluid limit of the stochastic model in the many-server limiting regime. In particular, the fluid approximation \( x(t) \) is achieved via a Functional Weak Law of Large Numbers (FWLLN) for a sequence of properly-scaled stochastic systems when the number of beds and the arrival volume increase without bound. To this end, consider a sequence of stochastic models described in §2, indexed by \( n \), \( X^n = (Z^n, B^n, Q^n) \), \( n \geq 1 \). We assume that the arrival rate function \( \lambda^n(t) \) and the number of servers \( c^n \) in the \( n \)th system satisfy

\[
\lim_{n \to \infty} \lambda^n(t)/n = \lambda(t) \quad \text{and} \quad \lim_{n \to \infty} c^n/n = c,
\]

(7)

where the limit for \( \lambda^n(t)/n \) holds uniformly in \( t \) over bounded intervals. We use \( \bar{X}^n := X^n/n, n \geq 1 \), to denote the fluid-scaled sequence. We note that, with a slight abuse of notation, we use the same notation \( c \), which we have used earlier to denote the (integer) number of beds in an IW, for the limit in (7) (which can take any positive real value), since in practice, the fluid must be applied with an integer \( c \).

**Proposition 2 (FWLLN).** Assume that (7) holds such that \( \lambda(t) \) is almost everywhere continuous. If \( \bar{X}^n(0) \Rightarrow x(0) \) in \( \mathbb{R}^3 \) as \( n \to \infty \), for some deterministic element \( x(0) \in \mathbb{R}^3 \), then \( \bar{X}^n \Rightarrow x \) uniformly over compact intervals as \( n \to \infty \), where \( x \) is the unique solution to the IVP (6) with initial condition \( x(0) \).

It follows from Proposition 2 that the fluid model \( x(t) \) approximates the mean dynamics of \( X(t) \), provided the IW is sufficiently large. In particular, the dynamics of \( X^n(t) \) are approximated by \( nx(t), t \geq 0 \), plus random noise which is negligible with respect to \( n \).
5. Periodic Stationarity

A clear difficulty of working with the fluid model is that it can only be solved numerically for finite time intervals, making it difficult to optimize. Fortunately, long-run analysis is simplified because, just as the underlying stochastic system $X(t)$, the fluid approximation $x(t)$ possesses a unique periodic steady state, or a “periodic equilibrium”, to which $x(t)$ converges as $t \to \infty$, regardless of its initial condition. Formally,

**Definition 1.** A solution $u^* := \{u^*(t) : t \geq 0\}$ to the IVP (6) is a periodic equilibrium if there exists $p > 0$, such that $u^*(p + t) = u^*(t)$ for all $t \geq 0$. The smallest such $p$ is called the period.

We first show that the fluid approximation for a stable stochastic system possesses a unique periodic equilibrium. Henceforth, we append all the parameters associated with the periodic equilibrium with a superscript $\ast$.

**Theorem 2.** (periodic stationarity) If $\rho_e < 1$, then there exists a unique periodic equilibrium $x^*(t) := (q^*(t), z^*(t), b^*(t))$, $t \geq 0$. Furthermore, $z^*(T + D) + b^*(T + D) < c$, so that $q^*(T + D) = 0$.

Unlike the PSS of the stochastic model for the IW, the unique periodic equilibrium of its fluid approximation can be easily computed; see the proof of Theorem 2 and Remark 5 in §C below.

We will say that the fluid model is asymptotically periodic if it converges to the (unique) periodic equilibrium as time increases, regardless of the initial condition. That is, the fluid model is asymptotically periodic if, for any initial condition $x(0)$,

$$\|x(t) - x^*(t)\| \to 0 \quad \text{as} \quad t \to \infty,$$

where $\| \cdot \|$ denotes the usual Euclidean norm in $\mathbb{R}^3$.

We note that, in general, asymptotically-periodic dynamical systems with equilibrium $u^*$ do not converge to the equilibrium as in (8) since there is typically a time shift between the trajectory of any solution $u \neq u^*$ and the trajectory of $u^*$. Hence, convergence to a periodic equilibrium is usually defined to hold in the image space of the solutions (with time suppressed). Nevertheless, in our case the jump epochs are time- (as opposed to state-) dependent, ensuring that, if a solution $x(t)$ converges to a periodic equilibrium $x^*(t)$ as $t \to \infty$, then the convergence is of the form in (8).

**Theorem 3.** If $\rho_e < 1$, then the fluid model is asymptotically periodic. As a result,

$$\lim_{t \to \infty} \frac{1}{t} \int_0^t f(x(s))ds = \int_0^1 f(x^*(s))ds,$$

for any function $f : \mathbb{R}_3 \to \mathbb{R}$ that is a.e. continuous.

Our next result shows that, if the system is large enough, the queue in the stochastic system is likely to empty together with the fluid queue, so that $Q^*(T_k + D) = 0$ with a high probability
in large systems, once the fluid model is sufficiently close to its equilibrium. To state this result formally, consider the sequence of stochastic systems as in Proposition 2, and let

\[ \tau_0^n := \inf\{k \geq 0 : Q^n(T_k + D) = 0\} \quad \text{and for } i \geq 1, \quad \tau_i^n := \inf\{k \geq \tau_{i-1}^n : Q^n(T_k + D) = 0\}. \]

COROLLARY 1. If \( \rho_e < 1 \), then \( P(\tau_{k+1}^n - \tau_k^n = 1) \to 1 \) as \( n \to \infty \), for all \( k \geq K \), for some \( K \geq 0 \).

We also note that when \( \rho_e = 1 \), it can be shown (see Theorem 5 below) that there exist infinitely-many periodic equilibria, and that the behavior of the fluid model depends on the initial condition. Furthermore, the fluid model may never reach a state with zero queue. Since by Proposition 2 \( Q^n(t) \approx nq(t) \) for large \( n \), this implies that the queue in the underlying stochastic system can be arbitrarily large.

5.1. Rate of Convergence to Equilibrium: Systems with No Delays

In practice, the arrival-rate pattern necessarily changes over time, and it is therefore important to evaluate how long it takes the process to approach its equilibrium. Even though we are unable to quantify the rate of convergence in the general case, we can establish results for the special case \( D = 0 \), in which \( X(t) \) is a Markov process and the dynamics of its fluid model \( x(t) \) are governed by an ODE. The case \( D = 0 \) can be thought of as a perturbation of the original system (with \( D > 0 \)) for the following reason.

Let \( x(\cdot ; D) \) denote the solution to the IVP (6) when the delay is \( D \) and let \( d_{J_1} \) denote the Skorohod \( J_1 \) metric; see Whitt (2002). Fix \( D_0 \) satisfying \( 0 < D_0 < 1 - T \) (so that \( T_k + D_0 < k + 1, k \geq 1 \)). Then it is easy to show that \( x(t; D) \) is continuous in \( D \) for all \( D < D_0 \) over all the intervals of the form \([0, T_k + D_0) \cup (T_k + D_0, k + 1], k \geq 0 \), and converges uniformly in \( t \) over those intervals. It then follows that both the locations of the jumps and their magnitudes converge to the respective values when \( D = 0 \), so that \( d_{J_1}(x(t; D), x(t; 0)) \to 0 \) as \( D \downarrow 0 \). See (Whitt 2002, p.79).

Since the case \( D = 0 \) is considerably simpler than the general case, we obtain an explicit representation for the periodic equilibrium. To derive it, consider a stable system having no discharge delays \( (D = 0) \), and let \( w(t) \) denote the total amount of fluid in the system at time \( t \). Then \( w(t) \) is monotonically increasing on \((T_k, T_{k+1})\) and has a jump of size \( b(T_k -) \) at the inspection-and-discharge time \( T_k \). Let \( w^* := w^*(T_k) \) denote the total fluid in the system immediately after discharge in equilibrium, and define \( \Delta_0 \) to be the unique solution to the following equation.

\[ w^* + \int_0^{\Delta_0} \lambda(s)ds = c. \] (10)

By Corollary 1, \( w^* \leq c \), so that \( \Delta_0 \) is well-defined. If \( \Delta_0 > 1 \), then the queue is empty throughout the equilibrium cycle, whereas if \( \Delta_0 < 1 \), the system experiences both an underload period (in which
there is no queue) and an overload period (in which the queue is positive) during the equilibrium cycle. Equating the inflow to the outflow during a full cycle gives the balance equation

\[ \Lambda = w^* (1 - e^{-\mu}) + \int_0^{\Delta_0 \wedge 1} \lambda(s)(1 - e^{-\mu(1-s)})ds. \]  

(11)

Indeed, \( \Lambda \) is the total fluid input to the system during any cycle, while the output in a given period in equilibrium consists of all the fluid that recovered during the previous period (with all periods being equivalent in equilibrium), giving us the first term in the RHS of (11), and all the arriving fluid during the current period which recover by the end of this period. That arriving fluid is captured by the second term in the RHS of (11), because a proportion \( 1 - e^{-\mu(1-s)} \) of the fluid that enters service at time \( s \in [0, 1) \) is served (recovers) by time 1. Note that, if \( \Delta_0 < 1 \), then newly arriving fluid enters service only up to time \( \Delta_0 \wedge 1 \), which is why we integrate up to \( \Delta_0 \wedge 1 \).

We can similarly equate inflow to outflow at any time \( t \) in equilibrium, to derive the equations

\[ z(T_k + t) = w^* e^{-\mu t} + \int_0^{\Delta_0 \wedge t} \lambda(s)e^{-\mu(1-s)}ds; \]

\[ b(T_k + t) = w^* (1 - e^{-\mu t}) + \int_0^{\Delta_0 \wedge t} \lambda(s)(1 - e^{-\mu(1-s)})ds; \]

\[ q(T_k + t) = \int_t^{\Delta_0} \lambda(s)ds, \quad 0 \leq t < 1, \]  

(12)

where \( z_k^* := z^*(T_k) = w^* \), \( q_k^* := q^*(T_k) = 0 \), and the values of \( w^* \) and \( \Delta_0 \) are computed from (10) and (11).

Let \( w_k := z_k + q_k \) (since there is no delay, \( b_k = 0 \)). Note that \( q_k = (w_k - c)^+ \) and \( z_k = w_k \wedge c \), so that \( w_k \) determines \( z_k \) and \( q_k \) uniquely. Hence, it is sufficient to prove the asymptotic periodicity and rate of convergence for the process \( \{w_k : k \geq 0\} \).

**Theorem 4.** Assume that \( D = 0 \) and \( \rho_e < 1 \) (equivalently, \( \Lambda < c(1 - e^{-\mu}) \)). Then the unique periodic equilibrium \( u_0^* \) is the solution to (10) - (12). Moreover,

(i) If \( w_0 \leq c \), then

\[ |w_k - w^*| < |w_0 - w^*| (1 - \alpha(w_0))^k, \]  

for some constant \( \alpha(w_0) \in (0, 1) \), which depends only on the initial condition \( w_0 \).

(ii) If \( w_0 > c \), then for \( K_c := \min\{k \geq 1 : w_k \leq c\} \), it holds that

\[ |w_k - w_0| = |w_k - w^*| + (\Lambda - c(1 - e^{-\mu})) k, \quad \text{for all } k \leq K_c, \]

and (13) holds for all \( k > K_c \), with \( w_{K_c} \) replacing \( w_0 \) in (13).

Theorem 4 demonstrates that, similarly to the fluid approximation for the \( M/M/c \) queue, \( x(t) \) converges to \( x^* \) geometrically fast if there is no queue initially, while if the initial queue is positive, the convergence rate is linear until the first time the queue empties, and then switches to geometric.
5.2. Numerical Example

We now present a numerical example, comparing the fluid equilibrium for different values of $D$. We consider a sinusoidal arrival-rate function $\lambda(t) = 8.6 + 4.3 \sin(2\pi t)$, and set the service rate to $\mu = 1/5$ (i.e., the average service time is 5 days). The inspections take place at time $12/24 = 0.5$ daily, and $D \in \{0, 2, 4, 6\}$ (measured in hours). The equilibrium trajectories, over two periods, are depicted in Figure 3. Observe that the queues of the fluid are increasing with $D$; e.g., the maximum queue when $D = 6$ hours is more than twice the size of the maximum queue when $D = 0$. The reason for this is due to the fact that $b(t)$ is increasing in $D$. Moreover, the process $b(t)$ drops to zero immediately after discharge when $D = 0$, and is always strictly positive otherwise, so that some service capacity is wasted at all times when $D > 0$. The convergence of the trajectories of $x(\cdot; D)$ as $D$ decreases is also apparent, because both the jump times and jump magnitudes converge to the respective values when $D = 0$ as $D \downarrow 0$.

6. Performance as a Function of the Discharge Policy and Capacity

In this section we demonstrate how long-run averages of key performance measures can be estimated from the fluid model, and provide important insights regarding how changes to the discharge policy and/or capacity impact the patient-flow in the IW. Furthermore, we can employ (9) to compute long-run costs whenever a cost function is given (taking $f(\cdot)$ in (9) to be the cost function). For example, a particular suggestion by the American College of Emergency Physicians (ACEP) to decrease discharge delays is to establish a discharge lounge (ACEP 2008) to which patients are transferred after it is decided that they should be discharged. The costs of establishing and running a discharge lounge should then be weighted against the savings corresponding to the increased throughput.

Here, we do not make any assumption on the cost function. Our focus is on applying Theorem 3 to compute key performance measures as functions of the controlled variables in the model, namely,
the inspection time $T$, the discharge delay $D$, and the number of beds $c$. (We do not think of $\lambda(\cdot)$ and $\mu$ as being controlled.) In particular, the performance measures we consider are the long-run (i) proportion of fluid that is delayed in queue; (ii) average waiting time; and (iii) proportion of fluid that waits more than a predetermined time period.

### 6.1. Impacts of the Discharge Policy on Performance

Assume that $\rho_e < 1$ and let

$$\Delta^* := \inf\{t \geq D : z^*(T + D + t) + b^*(T + D + t) \geq c\}$$

denote the first time during the equilibrium period that all the beds are occupied, where $\inf(\phi) := \infty$. The proof of Theorem 2 (see §C) shows that, either $\Delta^* \in (D, 1 + D)$, or $\Delta^* = \infty$. We explain how to compute $\Delta^*$ in Remark 5, following the proof of Theorem 2 in §C. Note that $\Delta^* = \infty$ implies that the fluid queue is null throughout the equilibrium period, whereas $D < \Delta^* < 1 + D$ implies that the IW is overloaded during the time interval $[T + \Delta^*, T + 1 + D)$, namely, the fluid queue is positive over that interval. We consider the latter case.

Let $p_w$ denote the long-run proportion of fluid that is delayed in queue before entering the IW,

$$p_w := \lim_{t \to \infty} \frac{\int_0^t \lambda(s)1\{z(s) + b(s) = c\}ds}{\int_0^t \lambda(s)ds} = \frac{1}{\Lambda} \int_{T_k + \Delta^*}^{T_{k+1} + D} \lambda(s)ds,$$

and let $\bar{w}$ denote the long-run average waiting time of that fluid, averaged over all fluid that is delayed,

$$\bar{w} := \lim_{t \to \infty} \frac{\int_0^t \lambda(s)w(s)ds}{\int_0^t \lambda(s)ds} = \frac{1}{\Lambda} \int_{T_k + \Delta^*}^{T_{k+1} + D} \lambda(s)(T_{k+1} + D - s)ds.$$

Finally, let $p_{w\tau}$ denote the long-run proportion of fluid that waits at least $\tau$ units of time;

$$p_{w\tau} := \lim_{t \to \infty} \frac{\int_0^t \lambda(s)1\{w(s) > \tau\}ds}{\int_0^t \lambda(s)ds} = \frac{1}{\Lambda} \int_{T_k + \Delta^*}^{T_{k+1} + D - \tau} \lambda(s)ds.$$

For the numerical example, we take the average service time be 4.5 days, i.e. $\mu = 1/4.5$, and the number of beds be $c = 50$. We use the same piecewise constant arrival rate function as the one used in the example in Figure 2, with a proper scaling to make the daily arrival rate $\Lambda = 9.53$. Note that the nominal traffic intensity in this case is $\Lambda/(c\mu) = 0.86$, whereas the effective traffic intensity $\rho_e$ is higher, and depends on the actual value of the discharge delay $D$.

Figure 4 plots $\bar{p}_w$, $\bar{w}$ and $p_{w\tau}$ for different values of the inspection time $T$ (in hours) and the discharge delay $D$. We restrict $T$ to be in the range $6 - 18$. We consider three values for $D$: 0, 2 and 4 hours, for which the effective traffic intensities are, respectively, 0.96, 0.97 and 0.99. Thus, if the nominal traffic intensity is taken as the measure of arriving workload per day, as is often the case, then the system is (erroneously) considered as suitably loaded, although the system is actually
severely congested in all three cases. We observe that, for a fixed value of $D$, the performance varies with different inspection times, as expected, but that there is no consistent trend across all performance measures. For example, for $D = 4/24$, when we move the inspection from $T = 10$ to $T = 12$, the value of $p_w$ increases but $\bar{w}$ and $p_{w\theta}$ decreases, i.e. even though more fluid is waiting, the average waiting times are decreasing. This trade-off is to be expected since simply shifting the inspection times has little impact on the effective total service rate in the system; indeed, $\rho_e = \Lambda/(c\beta)$ is independent of $T$. On the other hand, $\rho_e$ is decreasing in $D$, so that decreasing the discharge delay does increase the maximal effective service rate. Specifically, we observe that as $D$ decreases, all performance measures improve, and those improvements are quite significant. See also Figure 13 in §B.1 for additional simulation experiments of the stochastic systems that support these insights.
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6.1.1. A Closer Look at the Impact of $D$ We next investigate how $D$ impacts $\rho_e$ when all other parameters are kept fixed, treating $\rho_e := \rho_e(D)$ as a function of $D$. Employing Taylor’s expansion to $e^{\mu D}$ around 0 gives $e^{\mu D} \approx 1 + \mu D$, so that

$$\rho_e(D) \approx \frac{\Lambda}{c(1 - e^{-\mu})} + \frac{\Lambda \mu e^{-\mu}}{c(1 - e^{-\mu})} D,$$

namely, $\rho_e(D)$ is approximately linear in $D$; see Figure 5 (a)\textsuperscript{3}. (The inspection time in Figure 5 is $T = 11$, and the arrival-rate function and service rate are the same as in the example in Figure 4.) This near-linearity implies that changes to $D$ of similar magnitudes have nearly the same relative impact on $\rho_e(D)$, e.g., reducing $D$ from 4 to 3 hours has approximately the same relative impact

\textsuperscript{3}The approximation $1 + \mu D$ can be seen to be very accurate for practical parameters. For example, for $\mu = 1/4.5$ days and $D = 4$ hours, we have (measuring time in days) $e^{\mu D} = 1.0377 \approx 1 + \mu D = 1.0370$. 

on $\rho_e$ as reducing $D$ from 3 to 2 hours. However, from basic queueing theory we know that systems' performance deteriorates rapidly as the traffic intensity approaches 1. Since $\rho_e(D)$ is decreasing in $D$, we expect improvements to the performance to diminish as $D$ decreases. This is indeed observed in the numerical example in Figure 5 (b) and (c).

Remark 3. There are many causes for the discharge delays, some of which are due to the patients (e.g., the need to have a ride home or to a nursery home, etc.), whereas some are due to the hospital (e.g., waiting for lab results, cleaning beds etc.). Often times, the hospital can only decrease the delays that are due to its own policies, and so it may seem that any achievable reduction in the discharge delay is inconsequential. Specifically, when the average hospitalization time is several days long, and the delay is several hours long, one intuitively expects that reducing the delay by, say, one hour, will have a negligible impact on the IW’s performance. However, our analysis here suggests that in a highly-congested IW (when $\rho_e$ is close to 1), even a small reduction in the delay can lead to large improvements in the performance, so that investing resources in order to reduce the delay may be worthwhile. See Figure 8 (b) for an example based on real data.

6.2. Impacts of Capacity on Performance

As we wrote above, capacity decisions, namely, changes to the number of beds in the IW, is a complex and costly project that can only occur once in several years. The goal is then to have the minimal number of beds such that certain Quality-of-Service (QoS) constraints are met for a projected arrival rates. We now demonstrate the impact of increasing the number of beds on different performance measures by considering an example with the same arrival rate function and service rate as the one depicted in Figure 4. We set $D = 4$ hours.

In Figure 6 we plot $\bar{p}_w$ and $\bar{w}$ for different values of the number for beds $c$ and the inspection time $T$ (in hours). We plot a large range of $T$’s to observe the full shape of the performance function.
We observe that the optimal $T$ can be very different for different performance measures and for different staffing levels. However, as expected, if $c$ is increasing, then all performance measures improve. We note that $\rho_e = 0.985$ when $c = 50$; $\rho_e = 0.947$ when $c = 52$; and $\rho_e = 0.912$ when $c = 54$.

Figure 6  Equilibrium performance measures based on the fluid model. (upper: $c = 50$, middle: $c = 52$, lower: $c = 54$)

7. Empirical Evidence

We now provide empirical evidence of the effectiveness of the fluid approximation by comparing the long-run average behavior of our fluid model, namely, its time-dependent equilibrium behavior, to data from a large Israeli hospital, which was made available by the Service Enterprise Engineering Center (2012). To demonstrate that the assumptions we make regarding the discharge process are necessary, we also compare the data to the (time-dependent) equilibrium behavior of the fluid model of a “standard” time-varying multi-server queue, which we denote by $M_p(t)/M/c$. (We use $M_p(t)$ to denote a nonhomogeneous Poisson arrival process with a periodic intensity function; the second $M$ in the notation represents IID exponentially-distributed service times.)

The hospital in the example has five IWs which are not pooled together, and we therefore focus on only one of those IWs. That IW has 43 beds; the inspection time ends at around 10:00 am; and most departures are concentrated around 4:00 pm, so that the discharge delay is taken to be $D = 6$ hours, i.e., $D = 6/24$ day. We fit the arrival rate function as a piecewise constant function based the ED-to-IW transfer counts over each hour of the day. Note that the nominal service rate, namely the recovery time of a patient, is a censored parameter, because recovered patients are only identified during the inspection round. Nevertheless, we can derive the average recovery time from the data regarding the bed-occupancy process via (3); in this example, the average recovery time is computed to be 4.16 days. For the $M_p(t)/M/c$ queue, we use the average length of stay fitted from data, 4.91 days, as the average service time. Note that the two models have the same traffic intensity.
The comparisons between the data and (a) our fluid approximation and (b) the fluid approximation for the \( M_p(t)/M/c \) queue for the bed-occupancy level, are depicted in Figure 7. Observe that our fluid model captures the average dynamics of the bed-occupancy process, whereas the fluid model of the \( M_p(t)/M/c \) and the average dynamics of the real IW move in opposite directions. In fact, the fluid model of the \( M_p(t)/M/c \) queue attains its minimum at about the same time in which the actual process attains its maximum.

In addition to the mismatch seen in Figure 7(b), the fluid approximation for the \( M_p(t)/M/c \) model exhibits no queue, so that waiting times for IW beds cannot be estimated. (This is despite the fact that we increased the mean service time in this model.) On the other hand, our fluid model is experiencing a period of congestion (with a positive queue) every day in equilibrium which, as is seen in Figure 8, fits well with the data. We note that there is a baseline delay of 2 hours in the actual data at all times of the day. These baseline delays (which should not be confused with our discharge delays at the IW) are not due to the unavailability of IW beds (these delays exist even when beds are available at the IW), rather, they are caused by the need to prepare (clean) an assigned IW bed, have the transfer team available to physically move the patient to the IW, finish required paperwork, etc. Since the waiting time in our model is considered to be the time that passes between the bed request is made for a patient and until a bed is assigned to that patient, and not the time until the patient is physically moved to the IW, these baseline delays are not captured by our model. Nevertheless, the baseline delays can be added to the time-dependent waiting time in the fluid model, which we denote by \( \text{w}(t) \), so that in Figure 8 (a) we compare \( \text{w}(t) + 2 \) to the average waiting times obtained from the data.

![Figure 7](image-url)
Similar to the performance analysis we conducted in Section 6, once we fit the model, we can check the impact of different policies changes. In Figure 8 (b), we compare \( w(t) + 2 \) for different values of \( D \), to demonstrate the benefit of decreasing discharge delay in a real IW. Observe that reducing the delay by one hour (to \( D = 5 \) hours) leads to significant reduction of the predicted waiting times, and a smaller relative reduction of the predicted waiting times is achieved when the discharge delay is reduced by an additional hour (to \( D = 4 \) hours); see §6.1.1.

Figure 8  Average ED-to-IW transfer delays: comparison of the data to our fluid prediction for the virtual waiting-time process \( w(t) + 2 \)

(a) fluid approximation for the average waiting times compared to data

(b) fluid predictions for the average waiting times for reduced values of \( D \)

8. Robustness of the Fluid Model and Extensions

We now consider two extensions to our basic IW model, and demonstrate the robustness of the fluid approximation to our basic modeling assumptions.

The first extension is multi patient-type queueing model in which the patient’s type is determined by her service distribution. It is shown that the dynamics of the different patient-type processes can be easily obtained from the basic homogeneous model by a simple transformation of the service rate \( \mu \). In the second extension, we assume that discharges occur during a time window according to some density function. We develop the fluid model for this model and compare it to the fluid approximation of the basic model, in which all patients depart at the same instant, to demonstrate that little is lost by making this simplifying assumption. Finally, we use simulations to show that the fluid model is quite insensitive to the assumption that service times are exponentially distributed.

8.1. Multiclass Model

For the multiclass model, we assume that there are \( m \) classes (types) of patients, where the service times of class-\( i \) patients are exponentially distributed with rate \( \mu_i, \ i = 1, \ldots, m \). Bed requests for
each patient type arrive to the IW in accordance with a nonhomogeneous Poisson process having a rate function $\lambda_i(t)$. We let $\lambda(t) := \sum_{i=1}^{m} \lambda_i(t)$ and define $p_i := \lambda_i(t)/\lambda(t)$, $t \geq 0$. Due to basic properties of the nonhomogeneous Poisson process, we can equivalently assume that bed requests arrive according to a nonhomogeneous Poisson process with rate $\lambda(t)$, and each request is for a type-$i$ patient with probability $p_i$, independently of all other requests. As in the basic model, there is a single inspection round each day at time $T$, and the delay between the inspection and the actual discharge is $D \geq 0$. If patients are admitted on a first-come-first-served basis regardless of their type, it is sufficient to consider the total number of patients in queue, without keeping track of their types.

Since the fluid model is also a FWLLN by Proposition 2, it approximates the mean dynamics of the stochastic model. It is therefore intuitively clear that the dynamics of the multi-class fluid model can be inferred from the fluid approximation for the homogeneous-patient model by taking the service rate in the homogeneous model to be $\mu_s := \left(\sum_{i=1}^{m} p_i/\mu_i\right)^{-1}$. To see this, we now explicitly present the fluid model for the multi-class case, and compare it to the basic homogeneous model.

Let $q(t)$ denote the total amount of fluid (of all patient types) waiting for a bed in the IW, $b(t)$ be the amount of blocked beds, and $z(t) := (z_1(t), \ldots, z_m(t))$, where $z_i(t)$ is the number of class-$i$ patients that are actively being served at time $t$. Also, let $z_s(t) := \sum_{i=1}^{m} z_i(t)$. Then the fluid model $x(t) := (q(t), b(t), z(t))$ for this system (note that $x(t)$ is now an $(m + 2)$-dimensional process; we do not change the notation) is the unique solution to the following differential equation, given an initial condition $x(0)$.

\[
dq(t) = 1_{\{z_s(t) + b(t) = c\}} \lambda(t) dt;
\]
\[
dz_i(t) = 1_{\{z_s(t) + b(t) < c\}} \lambda(t) p_i dt - z_i(t) \mu_i dt, \quad i = 1, \ldots, m;
\]
\[
-db(t) = \sum_{i=1}^{m} z_i(t) \mu_i dt \quad \text{for } t \neq T_k + D,
\]

and at the jump epoch $T_k + D$, $k \geq 0$,

\[
q(T_k + D) = (q((T_k + D)-) - b(T_k))^+
\]
\[
z_i(T_k + D) = z_i((T_k + D)-) + (q((T_k + D)-) \wedge b(T_k)) p_i, \quad i = 1, \ldots, m;
\]
\[
b(T_k + D) = b((T_k + D)-) - b(T_k).
\]

8.1.1. Numerical Examples Qualitative analysis of the fluid approximation of the multiclass model is more tedious than that of the single-class fluid approximation, but numerically solving this model is not computationally harder. Figure 9 plots $z(t)$, $z_s(t)$ and $q(t)$ in equilibrium for an example with three patient types having service rates $(\mu_1, \mu_2, \mu_3) = (1/4, 1/5, 1/6)$. We take
Figure 9  Equilibrium behavior of the multiclass model \((c = 50, \lambda(t) = 8.6 + 4.3 \sin(2\pi t)), \mu = (1/4, 1/5, 1/6),\) \(p = (1/3, 1/3, 1/3), T = 12/24, D = 4/24, \mu_s = 1/5)\)

\[\begin{align*}
\text{(a) active beds (upper: } z_3(t)\text{), middle: } z_2(t)\text{, lower: } z_1(t)\text{)} \\
\text{(b) Total amount of active beds (solid: multiclass, dash: single-class)} \\
\text{(c) queue (solid: multiclass, dash: single-class)}
\end{align*}\]

\(p_i = 1/3\), so that \(\mu_s = 1/5\). We compare the equilibrium dynamics of \(z_s(t)\) and \(q(t)\) to the periodic equilibrium of a single-class model with service rate \(\mu = \mu_s = 1/5\).

To further demonstrate the robustness of the fluid model we conduct simulation experiments for the multiclass model with non-exponential service times. In Figure 10 we compare three multiclass systems, each having a different type of service time distribution. In particular, we compare the following three distribution in which we match the means of the service times: 1) exponential distributions with rate \(\mu_1 = 1/\exp(4 + 0.5), \mu_2 = 1/\exp(4.2 + 0.5)\) and \(\mu_3 = 1/\exp(4.4 + 0.5)\); 2) lognormal distribution with \((\mu_1, \sigma_1) = (4, 1), (\mu_2, \sigma_2) = (4.2, 1)\) and \((\mu_3, \sigma_3) = (4.4, 1)\); 3) Erlang-2 distribution with rate \(\mu_1 = 2/\exp(4 + 0.5), \mu_2 = 2/\exp(4.2 + 0.5)\) and \(\mu_3 = 2/\exp(4.4 + 0.5)\). We set the proportions of each patient type to be \(p_1 = p_2 = p_3 = 1/3\). Note that the lognormal distribution has a heavier tail and is more variable, whereas the Erlang distribution has a lighter tail, and is less variable, than the exponential distribution. The arrival-rate function \(\lambda(t)\) is fitted from the same data we used to produce Figure 4. The equilibrium of the stochastic processes are calculated using batch means with 10 batches based on a sample path of \(10^4\) periods.

We note that, even though the examples shown here demonstrate the robustness of the fluid model to the service-time distribution, caution is needed, because not all distributions provide the similar results. For example, if the service-time distribution is discrete, and in particular deterministic, or it it possesses a very heavy tail, such as the Weibull distribution, then the effectiveness of the fluid approximation deteriorates.

8.2. Model with a Discharge Window

We now consider a model in which discharges are distributed over a time window, as is observed in data, and compare it to our basic model, which has a single discharge epoch. As before, the daily
inspection still takes place at a time $T_k$ on day $k$, and all the blocking patients $B(T_k)$ are identified and discharged on the same day. However, instead of leaving at a single time point, the discharged patients in this new model leave the IW over a time window $[T_k + D_1, T_k + D_2]$, $0 \leq D_1 < D_2 \leq 1$ according to a density function $\eta(t)$ with support over the discharge window.

In the fluid model for this system, the instantaneous discharge rate at time $t \in [T_k + D_1, T_k + D_2]$ is $b(T_k)\eta(t)$, and is equal to 0 outside that interval. We assume that the discharge pattern is similar each day, so that $\eta(t + 1) = \eta(t)$, $t \geq 0$. Then for $t \in [T_{k-1} + D_2, T_k + D_1)$, $k \geq 1$, the fluid model satisfies the following differential equation:

$$d q(t) = 1_{z(t)+b(t)=c} \lambda(t) dt;$$
$$d z(t) = 1_{z(t)+b(t)<c} \lambda(t) dt - z(t) \mu dt;$$
$$d b(t) = z(t) \mu dt;$$

and during the discharge window, $t \in [T_k + D_1, T_k + D_2)$, $k \geq 1$,

$$d q(t) = 1_{z(t)+b(t)=c} \lambda(t) dt - 1_{q(t)>0} b(T_k) \eta(t) dt;$$
$$d z(t) = 1_{z(t)+b(t)<c} \lambda(t) dt + 1_{q(t)>0} b(T_k) \eta(t) dt;$$
$$d b(t) = z(t) \mu dt - b(T_k) \eta(t) dt.$$

Note that, in order to apply this model in practice, the data required is $(\lambda(\cdot), \mu, c, T, \eta(\cdot))$. In particular, one must estimate the function $\eta(\cdot)$ instead of the single parameter $D$ that is required for the basic model.
8.2.1. Numerical Examples We consider two systems, differing from each other only by the length of their discharge window, which are equal to 2 hours and 4 hours. In both examples, the discharge density functions take a *symmetric triangular shape*, both having their maximum at the center of their support. We let \( D := (D_1 + D_2)/2 \) denote the center of these supports (which is equal in both examples). Thus, the discharge windows are the intervals \([D - \ell, D + \ell]\), for \( \ell = 1, 2 \).

Figure 11 plots the periodic equilibria of the two systems, and compares them to the periodic equilibrium of our basic model having a single jump at time \( D \) (the center of the supports of the discharge windows). The three component processes of \( x(t) \) for the system with \( \ell = 1 \) are depicted in sub-figures (a)–(c), and for the system with \( \ell = 2 \) in sub-figures (d)–(f). We observe that, in either example, the periodic equilibrium of the system with a single jump at time \( D \) approximates the model with a discharge window well, although, as the window size gets larger, the discrepancy between the two models increases.

**Figure 11** Comparisons between the basic fluid model and the fluid model of an IW with a discharge window. (*solid: model with discharge window, dash: model with jump*) \((c = 50, \lambda(t) = 8.6 + 4.3 \sin(2\pi t), \mu = 1/5, D = 4/24, D_1 = D - \ell, D_2 = D + \ell)\)
When the discharge window is too large, or when the empirical discharge distribution is highly skewed, the basic model with a single departure epoch may not approximate the “real system” well. However, the basic model can still be useful because the density function $\eta(\cdot)$ may not be known exactly, either because there is no sufficient data, or because management is considering changes to the discharge policy, and the discharge pattern under a future policy is unknown. In such cases, the basic model can be employed to obtain best- and worst-case scenarios by considering the delay to be $D_{\min}$ and $D_{\max}$, respectively. When the discharge distribution is known, the fluid model in (14)-(15) can be employed. In this case, one would numerically solve the fluid equations until equilibrium behavior is observed (assuming that the fluid model is asymptotically periodic), and the observed equilibrium can then be employed to evaluate desired performance measures.

9. Summary and Future Work

In this paper we proposed a queueing model for patient-flow dynamics associated with large IWs. Those dynamics differ from classical non-stationary queueing models by the special discharge mechanism under which patients can leave the IW only if they are approved to leave by a physician. Based on current practices in most large hospitals, as well as empirical data, we assumed that most discharge decisions are made once per day during a morning inspection round, and that a large majority of the patients leave the IW during a relatively short time window several hours after the inspection round has ended.

**Stochastic Model.** We started by identifying the *maximum effective service rate per bed* $\beta$ and *effective traffic intensity* $\rho_e$ in (3), and proving (in Theorem 1) that $\rho_e < 1$ is a necessary and sufficient condition for stability of the queue.

**Fluid Approximation.** Due to the complexity of the stochastic system, we employed a deterministic fluid model to analyze the queueing dynamics. The fluid model, which is a bona-fide limiting approximation for a large IW by Proposition 2, was shown in Theorem 3 to be asymptotically periodic, namely, to converge to a unique periodic equilibrium regardless of its initial condition if $\rho_e < 1$. Theorem 5 in §A below shows that the fluid model is stable if and only if $\rho_e < 1$.

**Robustness of Fluid Model.** To facilitate qualitative analysis, our basic model had one type of patients, exponential service times, and a single discharge epoch. In §8 we have shown that these assumptions are not very restrictive for the fluid analysis. In particular, this fluid model can be employed to analyze a multi-patient type model by a simple transformation of the service rate, and serves as a good approximation for a fluid approximation for a model with a discharge window. Finally, simulation experiments show that the fluid model is an effective approximation for stochastic systems with non-exponential service times.

**Future Work.** It is significant that the model analyzed here does not describe all the units in the hospital; it is designed according to data and observations in Medicine Units (general wards),
and was also found to fit the dynamics in Observation and Cardiology Units in a large teaching hospital. The patient-flows in other units, such as ICUs, Obstetrics, Oncology and Surgery, have different characteristics than those described in our model. Nevertheless we have found that the “usual assumptions” taken in the literature of queueing models for service systems (such as IID service times) do not fit any of these other units, so that specialized models are needed.
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Appendix A: More on Stability of the Fluid Model
Under any form of stability, \( q(t) \) should be bounded, namely, it must hold that, for any initial condition \( q(0) \), there exists \( M_0 < \infty \) (that depends on \( q(0) \)), such that

\[
q(t) < M_0, \quad \text{for all} \ t \geq 0.
\]  

(16)

However, taking (16) as the condition for stability is clearly too weak. Indeed, as discussed below Theorem 3, the fluid queue may be bounded on \([0, \infty)\), and may even converge to a periodic equilibrium, without ever reaching state 0. In such a case, Proposition 2 implies that the queue in the stochastic system the fluid approximates remain very large throughout (since \( Q^n(t) \approx nq(t) \) for large \( n \)). We therefore must require that \( q(t) \) visits 0 indefinitely as \( t \to \infty \).

Consider the hitting times

\[
\tau_0 := \inf\{k \geq 0 : q(T_k + D) = 0\} \quad \text{and for} \ i \geq 1, \quad \tau_i := \inf\{k \geq \tau_{i-1} : q(T_k + D) = 0\},
\]

(17)

where \( \inf(\phi) := \infty \). Then \( \tau_i \) is the \( i \)th time at which the queue empties, \( i \geq 0 \).

Definition 2 (Stability). We say that the system \( x(t) \) is stable if for any initial condition \( x_0 \), there exists a constant \( M := M(x_0) < \infty \), such that \( \tau_i - \tau_{i-1} < M \) for all \( i \geq 1 \), for \( \tau_i \) in (17), \( i \geq 0 \). Otherwise, the system is said to be unstable.

Remark 4. It follows from Definition 2 that a system is unstable if there exists an initial condition \( x(0) \) for which one of the following holds. (Note that (16) might hold in either case.)

(i) \( \tau_N = \infty \), for some \( N \geq 0 \), so that the queue empties a finite number of times on \([0, \infty)\).

(ii) \( \tau_i < \infty \) for all \( i \geq 0 \), but \( \tau_i - \tau_{i-1} \to \infty \) as \( i \to \infty \). Namely, the queue experiences increasing oscillations.

The following theorem shows that the condition for stability of the stochastic system is necessary and sufficient for stability of its fluid approximation.

Theorem 5. The fluid model is stable if and only if \( \rho_c < 1 \).
Proof.  We consider the embedded discrete-time system $x_k := x(T_k)$, $k \geq 0$. In the $k$th cycle, the input to the system is $\Lambda$, and the output from the system, in the form of a jump at time $T_k + D$, is $b_k$.

When $\rho_k < 1$: We first prove that, for any initial condition $x(0)$, there exists $\tau_0 < \infty$, such that $q(\tau_0) = 0$. Take the contradictory assumption that, for some $x(0)$ with $q(0) > 0$, it holds that $q(T_k + D) > 0$ for all $k \geq 0$. This assumption implies that at discharge times $\{T_k + D : k \geq K\}$ there will be $b_k$ new fluid entering service, so that $z(T_k + D) = z((T_k + D) -) + b(T_k)$, $k \geq 0$. Then

$$b_{k+1} = z_k(1 - e^{-\mu}) + b_k(1 - e^{-\mu(1-D)}) = (e - b_k)(1 - e^{-\mu}) + b_k(1 - e^{-\mu(1-D)}) = c(1 - e^{-\mu}) + b_k(e^{-\mu} - e^{-\mu(1-D)}).$$

This forms a recursive formula for $b_k$, and we have

$$b_k = \frac{c(1 - e^{-\mu})}{1 + e^{-\mu(1-D)} - e^{-\mu}} + (e^{-\mu} - e^{-\mu(1-D)})^k \left(b_0 - \frac{c(1 - e^{-\mu})}{1 + e^{-\mu(1-D)} - e^{-\mu}}\right) = c\beta + \alpha^k(b_0 - c\beta), \quad k \geq 0,$$  \hspace{1cm} (18)

for $\beta$ in (3) and for

$$\alpha := e^{-\mu} - e^{-\mu(1-D)}.$$  \hspace{1cm} (19)

Since $0 \leq b_0 \leq c$ and $-1 < \alpha < 0$, it follows that $\lim_{k \to \infty} b_k = c\beta$. Now, this limit of $b_k$ implies that, for any $\epsilon \in (0, c\beta - \Lambda)$, there exists $K_1 \geq 0$, such that $|b_k - c\beta| < \epsilon$ for all $k \geq K_1$. Let $\delta = c\beta - \Lambda - \epsilon > 0$. Then $b_k > c\beta - \epsilon = \Lambda + \delta$ for $k \geq K_1$. Since $q_k+1 = q_k + \Lambda - b_k$ if $q_k+1 = q_k + \Lambda - b_k$ for all $k \geq 0$ due to the contradictory assumption, it holds that $q_{k+1} - q_k < -\delta$ for all $k \geq K_1$. This implies that $q_k$ will reach zero for $k$ large enough, contradicting our assumption that $q(t)$ is always positive. Hence, for any initial condition $x(0)$, there exists $\tau_0 < \infty$, such that $q(\tau_0) = 0$. The time homogeneity of the fluid model implies that $\tau_n < \infty$ for all $n \geq 0$.

We next develop a uniform upper bound for $\tau_{n+1} - \tau_n$, for all $n \geq 0$. Let $L_n := \tau_{n+1} - \tau_n$. Observe that

$$b(T_k + D) + z(T_k + D) + q(T_k + D) = b(T_{k-1} + D) + z(T_{k-1} + D) + q(T_{k-1} + D) + \Lambda - b_{T_k}, \quad k \geq 1,$$

because the net flow of fluid into the system between $T_{k-1} + D$ and $T_k + D$ is $\Lambda - b_{T_k}$. It then follows that

$$q(T_k + D) \leq \left(q(T_{k-1} + D) + \Lambda - b_{T_k}\right)^+.$$  \hspace{1cm} (19)

In particular, taking $k := T_{n+1}$, and recalling that $q(T_{n+1} + D) = 0$, we see that $L_n \leq \inf \left\{d : \sum_{i=1}^d b_{\tau_i+1} \geq d\Lambda\right\}$. If $L_n > 1$, then by (18), we have that, for any $d < L_n$,

$$\sum_{i=1}^d b_{\tau_i+1} = \sum_{i=1}^d \left(c\beta + \alpha^{i-1}(b_{\tau_i+1} - c\beta)\right) = dc\beta + \frac{1 - \alpha^d}{1 - \alpha}(b_{\tau_i+1} - c\beta) > dc\beta - c\beta,$$  \hspace{1cm} (20)

where $\alpha$ is defined in (19). Let

$$M := \lfloor c\beta/(c\beta - \Lambda) \rfloor.$$  \hspace{1cm} (21)

Plugging $d = M$ in (20) gives

$$\sum_{i=1}^M b_{\tau_i+1} > Mc\beta - c\beta \geq M\Lambda,$$

so that $\tau_{n+1} - \tau_n = L_n \leq M$, for all $n \geq 0$. Thus, if $\rho < 1$, the system is stable.

When $\rho_k \geq 1$: Take $x(0) = x_0 = (z_0, b_0, q_0)$ such that $b_0 = c\beta = c - z_0$, and $q_0 > \Lambda$. Then $q(T_1 + D) > 0$, and (18) shows that $b_1 = c\beta$. Hence, since $q_1 = q_0 + \Lambda - b_0 = q_0 + \Lambda - c\beta$, we see that, if $\rho_k = 1$ ($\Lambda = c\beta$), then $q_1 = q_0$, whereas, if $\rho_k > 1$, then $q_1 > q_0 > \Lambda$. It follows immediately that $q_n = q_0$ for all $n \geq 1$ when $\rho_k = 1$, and that $q_n \to \infty$ as $n \to \infty$, if $\rho_k > 1$.  \hspace{1cm} □
Appendix B: The Fluid Approximation as a Limit

By Proposition 2, the fluid model is achieved as a FWLLN under many-server scaling, assuming the service times are exponential random variables. We now present numerical results to demonstrate that the fluid approximation is effective for finite systems.

Figure 12 compares the periodic steady-state average of scaled stochastic processes to the equilibrium of their fluid approximation. We take the service rate to be $\mu = 4.5$, and fitted a $\lambda(t)$ from real data as in Figure 4. Specifically, we set $\lambda_n(t) = n\lambda(t)$ and $c_n = n \cdot c$, where $c \in \{50, 52, 55\}$ and $n \in \{5, 10, 20\}$. The inspection takes place at $T = 10\text{am}$ and the discharge takes place at 2pm, so that $D = 4/24$ (a four-hour delay). The equilibrium of the stochastic processes are long-run average calculated using batch means with 10 batches based on a sample path of $10^3$ days. We observe that as $n$ increase from 5 to 20, the scaled stochastic processes get closer the fluid model. However, the convergence becomes slower as the effective traffic intensity $\rho_e$ increases to 1, since stochastic fluctuations become more dominant in the critical case. (This is consistent with other queueing models, such as the $M/M/c$.) We also note that the nominal traffic intensity is much lower than the effective one. For example, when $c = 52$, the nominal traffic intensity is $\Lambda/(c\mu) = 0.82$, while the effective one is $\rho_e = 0.95$, for $\rho_e$ in (3); effectively, the IW is critically loaded. In particular, while the fluid queue is null immediately after the jump at 2pm, the stochastic process has a positive queue right after the jump for $\rho_e \geq 0.95$. (Naturally, the fluid queue is smaller than in the stochastic system, since it does not capture lower-order stochastic fluctuations.) Hence, the stationary fluid queue serves as a lower bound for the stochastic queue, but captures its dynamics, as is clear from Figure 12.

B.1. The fluid performance measures

We now present a simulation experiment to support the insights regarding the impact of the inspection time $T$ and discharge delay $D$ on performance, as in the numerical example depicted in Figure 4. In Figure 13 below, we compare simulated long-run averages of the stochastic systems to their corresponding fluid equilibrium performance measures. The system we simulate is the same as in Figure 12 with $c = 50$ and $n = 20$ to minimize the stochastic noise. We also provide the 95% confidence bound for the simulated results. As expected, and as can be seen in Figure 12, stochastic fluctuations (that are not captured by the fluid limit) have a non-negligible impact on the stochastic queue process. In turn, this stochastic noise causes the simulated systems to exhibit worse performance than their fluid estimates. Nevertheless, it is evident that (with 95% confidence), the shapes of the simulated curves are similar to those generated by the fluid model, and so the main insights pointed out in §6.1 still hold. In particular, there is no universally optimal inspection time which uniformly improves all performance measures, whereas reducing the discharge delay achieves universal improvements across all performance measures.

Appendix C: Proofs of the Results in the Paper

Before proving the results stated in the paper, we prove the following auxiliary lemma. Recall $\{\tau_i : i \geq 0\}$ in (17) and that $\tau_i^*$ denotes the $i$th time at which the queue empties in equilibrium, i.e., it is $\tau_i$ when the initial condition $x(0)$ is on the equilibrium trajectory.

**Lemma 1.** If a periodic equilibrium $u^*$ exists, then $\tau_{i+1}^* - \tau_i^* = 1$, $i \geq 0$. 

Figure 12  Comparison between the periodic equilibrium of the scaled stochastic processes and the fluid model

\((\times: \; n = 5, \; +: \; n = 10, \; \text{dotted: } \; n = 20, \; \text{solid: } \text{fluid})\)

(a) \(\rho_e = 0.9 (c = 55)\): \(Z_n(t)/n\)

(b) \(\rho_e = 0.9 (c = 55)\): \(B_n(t)/n\)

(c) \(\rho_e = 0.9 (c = 55)\): \(Q_n(t)/n\)

(d) \(\rho_e = 0.95 (c = 52)\): \(Z_n(t)/n\)

(e) \(\rho_e = 0.95 (c = 52)\): \(B_n(t)/n\)

(f) \(\rho_e = 0.95 (c = 52)\): \(Q_n(t)/n\)

(g) \(\rho_e = 0.985 (c = 50)\): \(Z_n(t)/n\)

(h) \(\rho_e = 0.985 (c = 50)\): \(B_n(t)/n\)

(i) \(\rho_e = 0.985 (c = 50)\): \(Q_n(t)/n\)

**Proof.** We prove the lemma by assuming that there exists a periodic equilibrium with

\[ \tau_{k+1}^* - \tau_k^* = n, \quad \text{for some } n > 1, \]

implying that \(q^*(T_i + D) > 0\) for \(i = 1, \ldots, n-1\) and \(q^*(T_n + D) = 0\). We will show that this assumption leads to a contradiction. Assuming (22) holds, we have the following system of equations for \(b_k^*\). For \(\alpha\) in (19) and \(k = 2, \ldots, n,\)

\[ b_k^* = c\beta + \alpha^{k-1}(b_1 - c\beta) \quad \text{and} \quad \sum_{i=1}^{n} b_i^* = n\Lambda, \]
Figure 13  Comparison between the long-run average performance measures of the stochastic system and the fluid model (95% error bar, solid: fluid)

(a) $D = 4$: $P(W > 0)$

(b) $D = 4$: $E(W)$

(c) $D = 4$: $P(W > 6)$

(d) $D = 2$: $P(W > 0)$

(e) $D = 2$: $E(W)$

(f) $D = 2$: $P(W > 6)$

(g) $D = 0$: $P(W > 0)$

(h) $D = 0$: $E(W)$

(i) $D = 0$: $P(W > 6)$

implying that

$$b_1^* = c \beta - \frac{1 - \alpha}{1 - \alpha^n} n(c \beta - \Lambda).$$

Furthermore, as $b_{n+1}^* = b_1^*$ and $q^*(T_n + D) = 0$, we have that $b_1^* = b_{n+1}^* > (c - b_1^*)(1 - e^{-\mu})$. Plugging in the formula for $b_n^*$ gives $b_1^* > (c - c \beta + \alpha^{n-1}(b_1^* - c \beta))(1 - e^{-\mu})$. It follows that

$$b_1^* > \frac{c(1 - e^{-\mu}) - \alpha^{n-1} c \beta (1 - e^{-\mu})}{1 - \alpha^{n-1} (1 - e^{-\mu})},$$

which further implies that

$$c \beta - \frac{1 - \alpha}{1 - \alpha^n} n(c \beta - \Lambda) > \frac{c(1 - e^{-\mu}) - \alpha^{n-1} c \beta (1 - e^{-\mu})}{1 - \alpha^{n-1} (1 - e^{-\mu})}. \quad (23)$$

For the left hand side of (23), we have

$$c \beta - \frac{1 - \alpha}{1 - \alpha^n} n(c \beta - \Lambda) < c \beta.$$
For the right hand side of (23), we have (since $c\beta = c(1 - e^{-\mu})/(1 - \alpha)$),
\[
\frac{c(1 - e^{-\mu}) - \alpha^{n-1}c\beta(1 - e^{-\mu})}{1 - \alpha^{n-1}(1 - e^{-\mu})} = \frac{c(1 - e^{-\mu})(1 - \alpha - \alpha^{n-1}(1 - e^{-\mu}))/\alpha}{1 - \alpha^{n-1}(1 - e^{-\mu})} > \frac{c(1 - e^{-\mu})}{1 - \alpha} = c\beta.
\]
We have thus reached a contradiction, implying that (22) cannot hold for a stationary equilibrium. □

We next prove Theorem 1. We note that the stability of the embedded DTMC when $D = 0$ follows from Lemma 1 in Chan et al. (2017), but a new proof is needed for the general case (with $D > 0$). To prove the theorem, we employ a more involved Lyapunov argument than the one in Chan et al. (2017), building on the theory developed in Foss and Konstantopoulos (2006). In particular, unlike the standard Lyapunov argument, in which one establishes that the Lyapunov function applied to the corresponding DTMC has a negative drift over one step, in our case the drift is shown to be negative over a random number of steps. The instability of the embedded DTMC $X_k$ when $\rho_c \geq 1$ is proved via a coupling argument, based on the observation made in Remark 2.

Proof of Theorem 1. Consider the case $\rho_c < 1$. Since irreducibility and aperiodicity of the DTMC $X_k$ are both immediate, we need only show that the DTMC is also positive recurrent. To this end, we define the function $V : \mathbb{R}^3 \to \mathbb{R}$ via $V(X_k) = Q_k$, and note that, since $V(x) \geq 0$ and $\sup_{x \in \mathbb{N}^3} V(x) = \infty$, $V$ is a candidate Lyapunov function. Next, for any $N \in \mathbb{N}$, let $\kappa_N := \inf\{k \geq 1 : V(X_k) \leq N\}$, $K := \lceil c\beta/(c\beta - \Lambda) \rceil$ and $N_0 := c(K + 1)$. Finally, for $X_0 = x = (z, b, q)$, we define the functions $g(x) = 1 + K1_{(q > N_0)}$ and $h(x) = (c\beta - \Lambda)1_{(q \geq N_0)} - \Lambda 1_{(q < N_0)}$. Then for $x \in \{r : V(r) \leq N_0\}$, it holds that
\[
E[V(X_{g(x)})|X_0 = x] - V(x) = E[Q_1|X_0 = x] - q = (q + \Lambda - b)^+ - q \leq \Lambda = -h(x).
\]

We next consider $x \in \{r : V(r) > N_0\}$. First, observe that there can be at most $c$ departures in each cycle, if $X_0 = x$, $Q(t) > 0$ for $0 \leq t \leq T_{K+1}$. We also observe that $B_k|B_{k-1} \sim D_1 + D_2$ where $D_1 \sim Binomial(c - B_{k-1}, 1 - e^{-\mu})$ and $D_2 \sim Binomial(B_{k-1}, 1 - e^{-\mu(1-D)})$, for $1 \leq k \leq K + 1$. In particular, for $1 \leq k \leq K + 1$, $E[B_k|B_{k-1}] = (c - B_{k-1})(1 - e^{-\mu}) + B_{k-1}(1 - e^{-\mu(1-D)}) = c(1 - e^{-\mu}) + \alpha B_{k-1}$ and
\[
E[B_k|X_0 = x] = c\beta + \alpha^k(b - c\beta).
\]
Let $A_k$ denote the total number of arrivals in the $k$th day. Then $(A_k : k \in \mathbb{N})$ are independent Poisson random variables, each with mean $\Lambda$, so that
\[
E[V(X_{g(x)})|X_0 = x] - V(x) = E[Q_{K+1}|X_0 = x] - q = E\left[q + \sum_{k=1}^{K+1} A_k - \sum_{k=1}^{K+1} B_k \right] - q
\]
\[
= (K + 1)\Lambda - \sum_{k=1}^{K+1} (c\beta + \alpha^k(b - c\beta))
\]
\[
\leq -(c\beta - \Lambda) = -h(x).
\]
For our choice of $h(x)$ and $g(x)$, we also have $\inf_{x \in \mathbb{N}^3} h(x) \geq -\Lambda$; and for $x \in \{x : V(x) > N_0\}$; $h(x) > 0$ and $g(x)/h(x) < (K + 1)/(c\beta - \Lambda)$. The positive recurrence then follows from Theorem 2 in Foss and Konstantopoulos (2006).

Next assume that $\rho_c \geq 1$. The proof that $X_k$ is null recurrent (when $\rho_c = 1$) or transient (when $\rho_c > 1$) follows by coupling our IW model with the $M_p(t)/G/c$ model in Remark 2, in which the service times are
distributed as \([S + D]\). Specifically, the event \(A := \{\text{the queue does not empty for at least one period}\}\) clearly has a positive probability, and so we can initialize the system with an appropriate initial condition in \(A\).

We couple the IW system with the aforementioned \(M_p(t)/G/c\) by considering both systems on the same probability space, giving both the exact same initial condition, the same arrival process, and by letting each service completion and departure occur at the same time at both systems. We can keep the two systems coupled as long as the queue does not empty. (Once the queues empty, the service-time in the IW system is no longer distributed as \([S + D]\), as was explained in Remark 2, and so the coupling cannot be kept.) However, we know that if \(\rho_e = 1\), the queue in the \(M_p(t)/G/c\) will empty with probability 1, but the expected time to empty is infinite. Thus, the same holds for the IW. Similarly, when \(\rho_e > 1\) there is a positive probability that the \(M_p(t)/G/c\) queue never empties, which again implies the same for the IW. \(\square\)

**Proof of Proposition 1.** Note that we set \(x(T_0) = x_0\). Assume that \(z_0 + b_0 \neq c\) and let \(\nu_0\) denote the first discontinuity point of \(\Psi\) in its argument \(x\). There can be two causes for a discontinuity: either due to a jump at time \(T_0 + D\), or due the discontinuity subspace \(C := \{x \in \mathbb{R}^3 : z + b = c\}\). Let \(\nu_0 := \inf\{t \geq T_0 : z(t) + b(t) = c\} \land (T_0 + D)\); by assumption, \(\nu_0 > 0\). The function \(\Psi\) is clearly Lipschitz continuous in its argument \(x\) over the interval \([T_0, \nu_0]\). Since \(\Psi\) is also piecewise continuous in \(t\), by our assumption on \(\lambda(t)\), there exists a unique solution \(x(t)\) to (6) over \([0, \nu_0)\) by, e.g., Theorem 3.2 in Khalil (2002).

Suppose that \(\nu_0 < T_0 + D\), so that \(\nu_0\) is the hitting time of \(C\). Observing that \(dz(t) + db(t) = 0\) and \(dq(t) = \lambda(t)dt > 0\) over the interval \([\nu_0, T_0 + D]\), we see that \(z(t) + b(t) = c\), implying in turn that \(\Psi\) is locally-Lipschitz continuous on \([\nu_0, T_0 + D]\). Hence, there exists a unique solution over this time interval as well. Since the size of the jump at time \(T_0 + D\) is \(b_0\), the value of \(x(T_0 + D)\) is uniquely determined by \(x((T_0 + D)−)\) and \(b(0)\). Together with the Lipschitz continuity of \(\Psi\) over \([T_0 + D, T_1]\), the uniqueness of the solutions over \([T_0, T_1]\) follows.

If \(\nu_0 = T_0\), then \(x(D)\) is determined uniquely by \(b_0\) and \(x(D−)\). Letting

\[\nu_0': = \inf\{t > T_0 + D : z(t) + b(t) = c\} \land T_1,\]

we see that the same arguments given above give that a unique solution holds on \((\nu_0', T_1]\). Due to the periodicity of \(\lambda(t)\), we can treat \(x_1 := x(T_1)\) as a new initial condition and repeat the arguments above for the second cycle. The proof follows by induction on the number of cycles by time \(T\). \(\square\)

We next prove Proposition 2. We note that the dynamics of \(X^n\) switch in a discontinuous manner when the service pool fills up and at the discharge epochs. Hence, there is no continuous-mapping representation for \(X^n\) over arbitrary finite intervals. Nevertheless, we can exploit the continuity of the dynamics and the monotonicity of the component processes of the vector \(X^n\) over the (random) intervals between these switching times to prove the stated convergence.

For \(t > 0\), let \(D^3[0, t]\) denote the space of right-continuous functions with left limits over the time interval \([0, t]\) with values in \(\mathbb{R}^3\), endowed with the usual Skorohod’s \(J_1\) topology; e.g., Whitt (2002).

**Proof of Proposition 2.** Let all the random variables and processes be defined on a common probability space \((\Omega, \mathcal{F}, P)\). To simplify the arguments, we employ the Skorohod representation theorem, e.g., Theorem 3.2.2 in Whitt (2002), and prove that the convergence to the fluid limit in the statement of the proposition
holds w.p.1 in a new probability space \((\tilde{\Omega}, \tilde{\mathcal{F}}, \tilde{P})\), under the assumption that \(\tilde{X}^n(0) \to x(0)\) w.p.1 as \(n \to \infty\).

Our proof will then imply the stated weak convergence result for the original sequence of stochastic processes. However, we do not change the notation of any of the random variables and processes.

Let

\[
N_0^n := \inf\{0 \leq t \leq 1 : Z^n(t) + B^n(t) = c^n\} \land (T_0 + D) \quad \text{and} \quad \nu_0 := \inf\{0 \leq t \leq 1 : z(t) + b(t) = c\} \land (T_0 + D),
\]

where, \(\inf \phi := \infty\) (\(\phi\) denoting the empty set). We use time-changed independent Poisson processes to represent the sample-paths of \(X^n\) over the interval \([0, T_0 + D]\) as in Pang et al. (2007),

\[
\begin{align*}
Z^n(t) &= Z^n(0) + N_a \left( \int_0^t 1_{(Z^n(s) + B^n(s) < \epsilon^n)} \lambda(s)ds \right) - N_z \left( \mu \int_0^t Z^n(s)ds \right); \\
B^n(t) &= B^n(0) + N_a \left( \mu \int_0^t Z^n(s)ds \right); \\
Q^n(t) &= Q^n(0) + N_a \left( \int_0^t 1_{(Z^n(s) + B^n(s) = \epsilon^n)} \lambda(s)ds \right); \quad 0 \leq t < T_0 + D,
\end{align*}
\]

where \(N_a\) and \(N_z\) are independent unit-rate Poisson processes.

Let \(L^n(t) := Z^n(t) + B^n(t) = (Z^n(0) + B^n(0)) + N_a \left( \int_0^t 1_{(Z^n(s) + B^n(s) < \epsilon^n)} \lambda(s)ds \right), t \geq 0,\) and observe that \(L^n\) is nondecreasing over the interval \([0, N_0^n]\). If \(z(0) + b(0) < c\), then, by the assumed convergence of the initial condition, there exists \(N_\epsilon\), such that \(L^n(0) < c^n\) for all \(n > N_\epsilon\). Due to the Functional Strong Law of Large Numbers (FSLLN) for Poisson processes and the fact that \(N_0^n \to \nu_0\) in \(\mathbb{R}\), it holds that \(\bar{L}^n := L^n / n \to z(0) + b(0) + \int_0^\infty \lambda(s)ds\) in \(D[0, \nu_0]\), as \(n \to \infty\). Hence, for any \(\epsilon > 0\) there exits \(N_\epsilon\), such that the indicator function in the representation for \(Z^n\) in (24) is equal to 1 over \([0, \nu_0 - \epsilon]\) for all \(n > N_\epsilon\), so that

\[
Z^n(t) = Z^n(0) + N_a \left( \int_0^t \lambda(s)ds \right) - N_z \left( \mu \int_0^t Z^n(s)ds \right), \quad 0 \leq t < \nu_0 \text{ for all } n \text{ sufficiently large.}
\]

We can therefore apply the version of the Continuous-Mapping Theorem (CMT) in Theorem 4.1 of Pang et al. (2007) over compact subintervals of \([0, \nu_0]\) to obtain the fluid limit for \(Z^n\) over all such subintervals, from which the fluid limit for \(\bar{B}^n\) follows immediately. Since \(Q^n\) is trivially null over \([0, N_0^n]\), we have \(\bar{X}^n \to x\) in \(D^3[0, \nu_0]\).

To establish the convergence of \(\{\bar{X}^n : n \geq 1\}\) beyond \(\nu_0\), let \(\nu_\epsilon := \inf\{0 \leq t \leq 1 : z(t) + b(t) = c\}\) and assume that \(\nu_\epsilon < T_0 + D\), so that \(\nu_0 = \nu_\epsilon\). In this case, the discontinuity in the dynamics of \(X^n\) are due to the service process hitting full capacity. Since \(\nu_\epsilon < (T_0 + D)\), and since \(L^n(t)\) is nondecreasing over the interval \(I_1 := [\nu_\epsilon, T_0 + D]\) for all \(n \geq 1\), it holds that \(\bar{L}^n \to c\) w.p.1 over \(I_1\) as \(n \to \infty\), and so the indicator function in the representation for \(Z^n\) is fixed at 0, whereas the indicator function in the representation for \(Q^n\) is fixed at 1 for all \(n\) large enough over the open interval \((\nu_\epsilon, T_0 + D)\). Once again, the CMT gives the uniform convergence of \(\bar{X}^n\) to \(x\) over \([\nu_\epsilon + \epsilon, T_0 + D - \epsilon]\) for any \(\epsilon > 0\). The continuity of \(x\) at the point \(\nu_0\) implies that we have \(\bar{X}^n \to x\) as \(n \to \infty\) over the interval \([0, T_0 + D - \epsilon]\). The jump at time \(T_0 + D\) is determined by \(B^n(T_0)\) which converges to \(b(T_0)\) in \(\mathbb{R}\) due to the convergence of the process \(B^n\) over \([0, T_0 + D - \epsilon]\). Since the jumps in all the elements of the sequence \(\{X^n : n \geq 1\}\) occur at exactly the same time \(T_0 + D\), and since the sizes of those jumps converge, we have \(\bar{X}^n(T_0 + D) \to x(T_0 + D)\) in \(\mathbb{R}^3\) as \(n \to \infty\), from which it follows that \(\bar{X}^n \to x\) in \(D^3[0, T_0 + D]\) as \(n \to \infty\). Now, if \(z(T_0 + D) + b(T_0 + D) < c\), we can apply the same arguments
above to conclude that the convergence holds over \([T_0 + D, 1]\), namely, that \(\bar{X}^n \to x\) in \(D^\mathbb{R}[T_0 + D, 1]\). (The representation of \(X^n\) over \([T_0 + D, 1]\) is similar to that in (24), where we replace \(X^n(0)\) with \(X^n(T_0 + D)\).) Moreover, the same arguments can be applied when \(\nu_e \geq T_0 + D\), in which case the jump due to discharge occurs before a queue builds up in \(\bar{X}^n\) for all \(n\) large enough. (The only difference between the former and the latter case is that, if \(z(T_0 + D) + b(T_0 + D) < c\), then there will be no queue at the jump epoch in system \(n\) for all \(n\) large enough.)

So far, the stated convergence to the fluid limit was proved under the assumption that \(z(0) + b(0) < c\) and \(z(T_0 + D) + b(T_0 + D) < c\). If \(z(0) + b(0) = c\), then it may hold that \(Z^n(0) + B^n(0) < c^n\) for infinitely-many \(n\)‘s, in which case it is not true that \(1_{\{Z^n(0) + B^n(0) < c^n\}} = 0\) and \(1_{\{Z^n(0) + B^n(0) = c^n\}} = 1\) for all \(n\) large enough.

However, the facts that \(Z^n(0) + B^n(0) - c^n = o(n)\) and that the service process \(L^n\) is increasing at a rate \(\lambda^n(0) = \Theta(n)\) at time 0, imply that, for any \(\delta > 0\), there exists an \(n_\delta\), such that \(Z^n(s) + B^n(s) = c^n\) for all \(s \in [\delta, T_0 + D)\) and for all \(n \geq n_\delta\) 4. Hence, the convergence of \(\bar{X}^n\) to \(x\) now holds in \(D^\mathbb{R}[\delta, T_0 + D]\) for all sufficiently small \(\delta > 0\). The right continuity of the limit \(x\), together with the fact that the fluid service process \(z + b\) is strictly increasing over \([0, \delta]\) implies that the convergence to the fluid limit can be extended to time 0, i.e., we have \(\bar{X}^n \to x\) in \(D^\mathbb{R}[0, T_0 + D]\) as \(n \to \infty\). We similarly deal with case \(z(T_0 + D) + b(T_0 + D) = c\) to conclude the convergence to the fluid limit over \([T_0 + D, 1]\).

In particular, we have established that \(\bar{X}^n \to x\) in \(D^\mathbb{R}[0, 1]\) as \(n \to \infty\). We can then take \(\bar{X}^n(1)\) as the new “initial condition” (shifting the time axis by one unit of time to the left), and apply the same proof of convergence over the time interval \([1, 2]\). Continuing inductively, we conclude that \(\bar{X}^n\) converges uniformly to the fluid limit \(x\) over any interval \([0, t]\), \(0 < t < \infty\). Finally, the strong convergence just established on the probability space \((\tilde{\Omega}, \tilde{\mathcal{F}}, \tilde{P})\) implies the weak convergence in the statement of the proposition over the original probability space \((\Omega, \mathcal{F}, P)\).

For the proof of Theorem 2 it will be convenient to rewrite the stability condition \(\rho_e < 1\) for \(\rho_e\) in (3), as follows.

\[
\Lambda + \frac{\Lambda e^{-\mu(1-D)}}{1-e^{-\mu}} < c.
\]

**Proof of Theorem 2.** We start by showing that a periodic equilibrium exists. To simplify the notation, we let \(x^* = x^*(T_k)\) denote the value of the periodic equilibrium we consider at the inspection epochs immediately after the jump. When the system is in equilibrium, the rate into the system during the period must equal the rate out of the system; this, together with Lemma 1, implies that \(b^* = \Lambda\). Let

\[
\Delta^* := \inf \left\{ t \geq 0 : z^* + q^* + \int_0^t \lambda(s) ds \geq c \right\}.
\]  

(25)

Note that, provided a periodic equilibrium exists, \(\Delta^*\) is well defined (with \(\Delta^* = 0\) if \(z^* + q^* \geq c\)) since \(\lambda(s)\) is positive and periodic (so that its support is infinite).

We next show that a solution to the balance equations must exists when \(\rho_e < 1\), implying that a periodic equilibrium indeed exists. We divide the analysis into three cases, based on the value of \(\Delta^*\).

---

4 we use standard asymptotic notation: \(o(n)\) denotes a quantity that is asymptotically negligible with respect to \(n\), and \(\Theta(n)\) denotes a quantity that is asymptotically proportional to \(n\), i.e., \(f(n) = o(n)\) if \(|f(n)| < an\) for all \(a > 0\) and all \(n\) large enough, and \(f(n) = \Theta(n)\) if \(k_1 n \leq |f(n)| \leq k_2 n\) for some \(k_1, k_2 > 0\) and for all \(n\) large enough.
Case (I): $\Delta^* > 1$. In this case (recall that $b^* = \Lambda$), $z^* + q^* + b^* = z^* + q^* + \Lambda < c$, so that $q^* = 0$. To compute the value of $z^*$, we consider the two following possible subcases.

Case (Ia): $\Delta^* \geq 1 + D$. In this case there is no queue at all during the whole cycle in equilibrium. Thus,

$$z^* = z^* e^{-\mu} + \int_0^{1} \lambda(s) e^{-\mu(1-s)} ds,$$

so that

$$z^* = \frac{\int_0^{1} \lambda(s) e^{-\mu(1-s)} ds}{1 - e^{-\mu}}.$$

Observe that, indeed, $b^* = z^*(1 - e^{-\mu}) + \int_0^{1} \lambda(s)(1 - e^{-\mu(1-s)}) ds = \Lambda$.

Case (Ib): $\Delta^* < 1 + D$. In this case, a queue forms some time between $T_k$ and $T_k + D$ during the $k$th cycle in equilibrium. Then

$$z^* = z^* e^{-\mu} + \int_0^{\Delta^*-1} \lambda(s) e^{-\mu(1-s)} ds + \int_{\Delta^*-1}^{D} \lambda(s)e^{-\mu(1-D)} ds + \int_{D}^{1} \lambda(s)e^{-\mu(1-s)} ds,$$

so that

$$z^* = \frac{\int_0^{1} \lambda(s) e^{-\mu(1-s)} ds + \int_{\Delta^*-1}^{D} \lambda(s)(e^{-\mu(1-D)} - e^{-\mu(1-s)} ) ds}{1 - e^{-\mu}}.$$

Note further, that

$$b^* = z^*(1 - e^{-\mu}) + \int_0^{\Delta^*-1} \lambda(s)(1 - e^{-\mu(1-s)}) ds + \int_{\Delta^*-1}^{D} \lambda(s) ds(1 - e^{-\mu(1-D)}) + \int_{D}^{1} \lambda(s)(1 - e^{-\mu(1-s)}) ds = \Lambda.$$

Case (II): $D < \Delta^* \leq 1$. In this case, the system becomes full at some time between $T_k + D$ and $T_{k+1}$ in the $k$th cycle in equilibrium, and necessarily remains full until $T_{k+1} + D$. In this case, $z^* = c - \Lambda$ and $q^* = \int_{\Delta^*}^{1} \lambda(s) ds$. We also notice that

$$b^* = z^*(1 - e^{-\mu}) + (q^* + \int_0^{D} \lambda(s) ds)(1 - e^{-\mu(1-D)}) + \int_{\Delta^*}^{D} \lambda(s)(1 - e^{-\mu(1-s)}) ds.$$

Plugging $b^* = \Lambda$, we obtain

$$\Lambda = (c - \Lambda)(1 - e^{-\mu}) + (\int_{\Delta^*}^{1} \lambda(s) ds + \int_0^{D} \lambda(s) ds)(1 - e^{-\mu(1-D)}) + \int_{\Delta^*}^{D} \lambda(s)(1 - e^{-\mu(1-s)}) ds.$$

By rearranging the last equation, we have

$$\Lambda + \frac{\Lambda e^{-\mu(1-D)}}{1 - e^{-\mu}} + \frac{\int_{\Delta^*}^{D} \lambda(s)(e^{-\mu(1-s)} - e^{-\mu(1-D)}) ds}{1 - e^{-\mu}} = c.$$

Case (III): $0 \leq \Delta^* \leq D$. We now show that this is in fact impossible. Indeed, assuming that $\Delta^* \leq D$ gives

$$b^* = z^*(1 - e^{-\mu}) + b^*(1 - e^{-\mu(1-D)}),$$

because the IW fills up immediately after the discharge. Plugging $b^* = \Lambda$ and $z^* = c - \Lambda$ gives

$$\Lambda = (c - \Lambda)(1 - e^{-\mu}) + \Lambda(1 - e^{-\mu(1-D)}),$$

and, after rearrangement of the terms, we obtain $\Lambda = c(1 - e^{-\mu})/(1 + e^{-\mu(1-D)} - e^{-\mu})$, contradicting the assumed stability condition $\rho_c < 1$. Thus, Case (III) cannot hold under the stability condition.

Since $x^*$ is defined uniquely in terms of $\Delta^*$, there exists a unique periodic equilibrium that empties daily. Since by Lemma 1 any periodic equilibrium must empty daily, the uniqueness of the periodic equilibrium follows. The fact that $z^*(T_i + D) + b^*(T_i + D) < c$ follows from the fact that $\Delta^* > D$, since only Cases (I) and (II) can hold by the above. □
Remark 5. A clear computational difficulty with $\Delta^*$ is that it is defined in terms of the periodic equilibrium. If $\Delta^*$ is greater than 1, then there is no need to compute it in order to to solve for the periodic equilibrium. For the case $D < \Delta^* < 1$ (which is the only other case to consider, according to the proof of Theorem 2, we now show how $\Delta^*$ can be computed from the basic model parameters.

Define $\Delta^{**}$ to be the unique solution to the following equation.

$$
\Lambda + \frac{\Delta e^{-\mu(1-D)}}{1-e^{-\mu}} + \int_D^{\Delta^{**}} \lambda(s) \left( e^{-\mu(1-s)} - e^{-\mu(1-D)} \right) ds = \epsilon.
$$

Observe that under the stability condition $\rho_e < 1$, $\Lambda + \frac{\Delta e^{-\mu(1-D)}}{1-e^{-\mu}} < c$, so that $\Delta^{**}$ is well defined. It is easy to check that if $\Delta^{**} > 1$, then $\Delta^* > 1$ as well, whereas, if $D < \Delta^{**} \leq 1$, then $\Delta^{**} = \Delta^*$.

Proof of Theorem 3. Let $\{x(t): t \geq 0\}$ be the trajectory of the fluid model when the initial condition is $x(0)$, and consider the sequence $x_k := x(T_k)$, $k \geq 0$. The arguments in the proof of Theorem 5 (for the case $\rho_e < 1$) show that $\|x_k\| \leq cM$, for all $k \geq 0$, where $M$ is defined in (21) and $\|x\| := \sum_{i=1}^3 |x_i|$. Hence, the sequence $x_k := \{x_k: k \geq 1\}$ is precompact in $\mathbb{R}^3$. Take a converging subsequence $\{x_{k_r}: r \geq 0\}$ of $x_k$ and let $\bar{x}_r$ be its limit. Now, if $\bar{x}(t)$ is a trajectory with $\bar{x}(T_0) = \bar{x}_r$, then since $\bar{x}(T_k) = \bar{x}_r$ for all $k \geq 0$, $\bar{x}(t)$ must be a periodic equilibrium. The uniqueness of the periodic equilibrium $u^*$, shown in Theorem 2, implies that $\bar{x}(T_0) = u^*(T_0)$, so that $\bar{x}(t) = u^*(t)$, $t \geq 0$.

To prove (9), consider an almost-everywhere continuous function $f: \mathbb{R}^3 \to \mathbb{R}$. Then

$$
\lim_{t \to \infty} \frac{1}{t} \int_0^t f(x(s))ds = \lim_{t \to \infty} \frac{1}{t} \left( \sum_{i=0}^{[t]} \int_i^{i+1} f(x(s))ds + \int_{[t]}^t f(x(s))ds \right),
$$

(26)

where $[t]$ denotes the integer part of $t$, i.e., the largest integer that is smaller than $t$. Observe that if $1/t \int_{t-1}^t f(x(s))ds \to 0$ as $t \to \infty$, then the remainder term in the RHS of (26) converges to 0 as $t \to \infty$. Furthermore, (8) implies that for any $\epsilon > 0$, we can find a positive integer $K$, such that $|f(x(s)) - f(u^*(s))| < \epsilon$ for almost all $s \geq K$. Hence, for all $t > K$,

$$
\frac{1}{t} \sum_{i=0}^{[t]} \int_i^{i+1} f(x(s))ds = \frac{1}{t} \left( \sum_{i=0}^{K} \int_i^{i+1} f(x(s))ds + \sum_{i=K}^{[t]} \int_i^{i+1} f(x(s))ds \right).
$$

(27)

Since the value of $K$ does not depend on $t$, the first argument in the RHS of the equality (27) converges to 0 as $t \to \infty$, whereas

$$
\int_0^1 f(u^*(s))ds - \epsilon \leq \frac{1}{t} \left( \sum_{i=K}^{[t]} \int_i^{i+1} f(x(s))ds \right) \leq \int_0^1 f(u^*(s))ds + \epsilon,
$$

and (9) follows by taking $\epsilon \downarrow 0$. □

Proof of Corollary 1. The statement of the corollary follows from Proposition 2 and Theorems 2 and 3. In particular, by Theorem 3 the fluid model converges to its unique periodic equilibrium for any initial condition. Since the queue empties daily in equilibrium, it holds that, for any $x(0)$, there exists a $K$ such that $\tau_{i+1} - \tau_i = 1$ for all $i \geq K$. Now, the proof of Theorem 2 shows that $q^*((T_k + D) -) = 0$ in Case (Ia); $q^*((T_k + D) -) = \int_0^D \lambda(t)dt$, where $\delta^* \in (0, D]$, in Case (Ib); or $q^*((T_k + D) -) = \int_0^D \lambda(t)dt$, where $\Delta^* \in (D, 1)$, in Case (II). In all cases, $q^*((T_k + D) -) < b^*(T_k) = \Lambda$, so that there is idleness in fluid scale for some time period after the discharge. The convergence of the fluid-scaled sequence of stochastic systems $\bar{X}^*(t)$ is equivalent to convergence in probability because the fluid limit is deterministic, and the result follows. □
Proof of Theorem 4 Consider the discrete time process \( w_k \). For \( k \geq 0 \), let \( \Delta_k := \inf \{ t \geq 0 : w_k + \int_0^t \lambda(s) ds \geq c \} \). Then \( w_{k+1} = w_k + \Lambda - (w_0 \wedge c)(1 - e^{-\mu}) - \int_0^{\Delta_k \wedge 1} \lambda(s) (1 - e^{-\mu(1-s)}) ds \). We first show that, since the period of the equilibrium is equal to one (day), it must hold that \( w^* < c \). We prove this by contradiction. Suppose in equilibrium \( w^* \geq c \), so that \( w_k = w^* \geq c \) whenever \( w_0 = w^* \), \( k \geq 1 \). Then

\[
w_k = w_{k+1} = w_k + \Lambda - (w_0 \wedge c)(1 - e^{-\mu}) - \int_0^{\Delta_k \wedge 1} \lambda(s) (1 - e^{-\mu(1-s)}) ds = w_k + \Lambda - c(1 - e^{-\mu}) < w_k,
\]

leading to a contradiction. Hence, in equilibrium, \( w_k = w^* < c \).

We next establish the rates of convergence to equilibrium, depending on the initial condition \( w_0 \). We divide the analysis into three cases.

i) When \( w_0 \geq c \),

\[
w_1 = w_0 + \Lambda - c(1 - e^{-\mu}) \quad \text{so that} \quad w_1 - w^* = w_0 - w^* + \Lambda - c(1 - e^{-\mu})
\]

As \( w_0 \geq c \) and \( w^* = w^* e^{-\mu} + \Lambda - \int_0^{\Delta_0 \wedge 1} \lambda(s) (1 - e^{-\mu(1-s)}) ds \) from (11),

\[
w_0 - w^* + \Lambda - c(1 - e^{-\mu}) \geq c + \int_0^{\Delta_0 \wedge 1} \lambda(s) (1 - e^{-\mu(1-s)}) ds - w^* e^{-\mu} - c(1 - e^{-\mu}) \geq (c - w^*) e^{-\mu} \geq 0.
\]

Then we have \( w_1 - w^* > 0 \) and \( |w_1 - w^*| = |w_0 - w^*| - (c(1 - e^{-\mu}) - \Lambda) \). Repeating this argument as long as \( w_k > c \), we obtain that \( w_k \) decreases at rate \( (c(1 - e^{-\mu}) - \Lambda) \) to the set \( \{0, 1, \ldots, K_e\} \), where \( K_e := \min \{k \geq 1 : w_k \leq c\} \).

ii) When \( w^* < w_0 < c \),

\[
w_1 = w_0 + \Lambda - w_0(1 - e^{-\mu}) - \int_0^{\Delta_0 \wedge 1} \lambda(s) (1 - e^{-\mu(1-s)}) ds = w_0 e^{-\mu} + \Lambda - \int_0^{\Delta_0 \wedge 1} \lambda(s) (1 - e^{-\mu(1-s)}) ds
\]

As \( w^* = w^* e^{-\mu} + \Lambda - \int_0^{1} \lambda(s) (1 - e^{-\mu(1-s)}) ds \) and \( w_0 - w^* = \int_0^{\Delta_0 \wedge 1} \lambda(s) ds \geq \int_0^{\Delta_0 \wedge 1} \lambda(s) ds \),

\[
w_1 - w^* = (w_0 - w^*) e^{-\mu} + \int_0^{\Delta_0 \wedge 1} \lambda(s) (1 - e^{-\mu(1-s)}) ds
\]

\[
\leq (w_0 - w^*) e^{-\mu} + (1 - e^{-\mu(1-\Delta_0)}) \int_0^{\Delta_0 \wedge 1} \lambda(s) ds
\]

\[
= (w_0 - w^*) (1 + e^{-\mu} - e^{-\mu(1-\Delta_0)}).
\]

As \( 0 < 1 + e^{-\mu} - e^{-\mu(1-\Delta_0)} < 1 \), then \( |w_1 - w^*| \leq |w_0 - w^*| (1 + e^{-\mu} - e^{-\mu(1-\Delta_0)}) \). Indeed, we have for \( k \geq 1 \),

\[
|w_k - w^*| \leq |w_{k-1} - w^*| \left( 1 + e^{-\mu} - e^{-\mu(1-\Delta)} \right) < |w_0 - w^*| \left( 1 + e^{-\mu} - e^{-\mu(1-\Delta)} \right)^k.
\]

iii) When \( w_0 < w^* \), following the same line of analysis as in case ii), we have

\[
w^* - w_1 = (w^* - w_0) e^{-\mu} + \int_0^{\Delta_0 \wedge 1} \lambda(s) (1 - e^{-\mu(1-s)}) ds
\]

\[
\leq (w^* - w_0) e^{-\mu} + (1 - e^{-\mu(1-\Delta^*)}) \int_0^{\Delta_0 \wedge 1} \lambda(s) ds
\]

\[
= (w^* - w_0) \left( 1 + e^{-\mu} - e^{-\mu(1-\Delta^*)} \right),
\]

so that \( |w_k - w^*| < |w_0 - w^*| \left( 1 + e^{-\mu} - e^{-\mu(1-\Delta^*)} \right)^k \).

To summarize, when \( w_0 < w^* \) (case iii), \( w_k \) increases to \( w^* \) at exponential rate, i.e. \( |w_k - w^*| < |w_0 - w^*| \left( 1 + e^{-\mu} - e^{-\mu(1-\Delta^*)} \right)^k \); when \( w^* < w_0 < c \) (case ii), \( w_k \) decreases to \( w^* \) at exponential rate, i.e. \( |w_k - w^*| < |w_0 - w^*| \left( 1 + e^{-\mu} - e^{-\mu(1-\Delta_0)} \right)^k \); when \( w_0 > c \) (case i), \( w_k \) first decreases to some level below \( c \) at a linear rate, i.e. \( |w_1 - w^*| = |w_0 - w^*| \left( c(1 - e^{-\mu}) - \Lambda \right) \), and then follows the trajectory of case ii. \( \square \)
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