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Simulation output 

2 



Visualization 
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What measures are relevant? 
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Measures of error 

5 



95% CI for the SAN measures 
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CI for the mean 
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CI for the probability 
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CI for the quantile 
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Normal approximation 
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How hard is quantile estimation? 
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Example: Extreme quantiles 
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Proof sketch 
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Risk vs. Error 
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Measure of Risk and Error Plot 
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n = 100  500  1000 replications 
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We can simulate away 
error, but not risk since it 
is a property of the 
system. Changing risk 
requires changing the 
system. 



Input uncertainty: What is it? 
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Stylized experiment 
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Postmortem  

• The need to estimate the input parameters 
introduces both bias and variance. 

– The bias diminishes quickly, and this is often the 
case. 

– But the variance due to "input uncertainty" can 
overwhelm the simulation variance. 

• In a real problem we can't derive the effect. 

• The impact is even more vexing if we don't 
know the model family, or we have no data. 
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Input uncertainty: What to do 
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Idea: Bootstrap 
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Random-effects model 
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Example M/M/ 
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M/M/: More details 
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The good, the bad & the ugly 

• This procedure is approximate, but easy to use; 
you don't even have to fit distributions since the 
simulation can be driven by the empirical 
distributions.  

• What do we do with this information? 
– In many applications increasing m (amount of real-

world data) is not possible. So all this tells you is how 
confident you can be in your results 

– If you could collect more real-world data, it does not 
indicate which input models account for the most 
uncertainty. 
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