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ABSTRACT: The volume, accuracy, accessibility and level of detail of near real-time data emerging 
from disaster-affected regions continue to significantly improve. Integration of dynamically evolving 
in-field data is an important, yet often overlooked, component of the humanitarian logistics models. 
In this paper, we present a framework for real-time humanitarian logistics data focused on use in 
mathematical modeling along with modeling implications of this framework. We also discuss how one 
might measure the attributes of the framework and describe the application of the presented frame-
work to a case study of near real-time data collection in the days following the landfall of Typhoon 
Haiyan. We detail our first-hand experience of capturing data as the post-disaster response unfolds 
starting on November 10, 2013 until March 31, 2014 and assess the characteristics and evolution of data 
pertaining to humanitarian logistics modeling using the proposed framework. The presented logisti-
cal content analysis examines the availability of data and informs modelers about the current state of 
near real-time data. This analysis illustrates what data is available, how early it is available, and how 
data changes after the disaster. The study describes how our humanitarian logistics team approached 
the emergence of dynamic online data after the disaster and the challenges faced during the collection 
process, as well as recommendations to address these challenges in the future (when possible) from an 
academic humanitarian logistics perspective.
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1. INTRODUCTION

Over the past two decades, the field of humanitar-
ian logistics has progressed significantly, with a 
growing number of researchers and practitioners 
studying problems, such as relief distribution, post-
disaster debris removal, and evacuation of affected 
populations. Much work within the academic com-
munity has focused on the development and appli-
cation of operations research tools for humanitarian 
logistics (e.g., see recent surveys: Altay & Green, 
2006; Ergun, Karakus, Keskinocak, Swann, & Villar-
real, 2010; Kovács & Spens, 2007; De la Torre, Do-
linskaya, & Smilowitz, 2010). As the ultimate goals 
and benefits of these efforts are to improve real-
world applications, integration of in-field data is 
an important, yet often overlooked, component of 
such humanitarian logistics models. For example, 
in their recent review, Sangiamkul & Hillegersberg 
(2011) identify only two papers  (Sheu, 2010; Yi & 
Özdamar, 2007)  out of 30 surveyed that use real-
time data in logistical modeling. In another survey, 
Ortuño et al. (2013) describe only two papers among 
87 that integrate dynamically up-dated data. Finally, 
Özdamar & Ertem (2015) acknowledge three papers  
(Sheu, 2010; Yi & Özdamar, 2007; Huang et al., 2013)  
out of 110 studies mentioned in their review of hu-
manitarian logistic models, solutions and technolo-
gies that capture such data. Outside these academic 
disciplines, extensive efforts have been made in in-
formation communication technology, especially in 
regard to the use of social media and crowdsourc-
ing in disaster management At the same time, the 
volume, accuracy, accessibility and level of detail of 
near real-time data emerging from disaster-affected 
regions continue to significantly improve Consider-
able efforts are currently focused on the collection, 
aggregation and dissemination of field data, which, 
together with the help of the humanitarian logis-
tics decision tools, have the potential to consider-
ably impact relief efforts In this paper, we present a 
structure for analyzing humanitarian logistics data, 
explore the process of retrieving real post-disaster 
relief data from sources available online, and ex-
amine the data for the purpose of integrating data 
streams into response logistics models to facilitate 
future modeling.

We present a framework for evaluating real-time 
humanitarian logistics data focused on use in math-
ematical modeling. The framework reflects the in-
tegration of our recent experience of near real-time 
data collection, a survey of different communities 

producing data and disciplines using data, and a 
development of measures to evaluate the quality of 
data and applicability to other disasters for logistical 
modeling We also discuss how to measure the attri-
butes of the framework and describe the application 
of this framework to a case study of near real-time 
data collection in the days following the landfall of 
Typhoon Haiyan. We detail our first-hand experi-
ence of capturing data as the post-disaster response 
unfolded, starting November 10, 2013 until March 
31, 2014 and assess the characteristics and evolution 
of data pertaining to humanitarian logistics model-
ing. The case study, illustrating our information re-
trieval process, presents an example of the classifi-
cation of data and data sources using the proposed 
framework. The logistical content analysis, using the 
available information following Typhoon Haiyan, 
examines the availability of data and informs mod-
elers about the current state of near real-time data. 
This analysis illustrates what data is available, how 
early it is available, and how the data changes after 
the disaster. The study describes how our humani-
tarian logistics team approached the emergence of 
dynamic online data after the disaster and the chal-
lenges faced during the collection process, as well as 
recommendations to address these challenges in the 
future (when possible) from an academic humani-
tarian logistics perspective.

This study signifies the importance of an interdis-
ciplinary team approach when exploring real-time 
humanitarian logistics data, its value and chal-
lenges. The retrieval of information needed for hu-
manitarian logistics models and knowledge of in-
field data collection and dissemination come from 
a unique collaboration between logistical research-
ers and humanitarian practitioners. This research 
shows that well-formed and growing relationships 
allow for parties to gain insights into each other’s 
respective use of terminology and broader domains. 
Such insights may enable each party to alert the 
other about potential opportunities for exploration, 
such as the uniqueness of Typhoon Haiyan with re-
gards to public data, while the modelers can inform 
the practitioners and the broader humanitarian re-
sponse community about the needs for accessible 
field-appropriate data for the on-ground-personnel 
or agencies to aid in their operations. 

The rest of the paper is organized as follows. The fol-
lowing section provides some background informa-
tion, which includes a literature review of different 
communities involved in data generation, processing 
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and dissemination, and a description of disciplines 
using humanitarian logistics data. Next, section a 
proposed framework for humanitarian logistics data 
with respect to humanitarian logistics modeling is 
presented with the focus on data quality and applica-
bility measures, and the framework implications for 
mathematical modeling. An application of this frame-
work to the recent Typhoon Haiyan is illustrated with 
a logistical content analysis and describes the lessons 
learned.  This paper concludes with final remarks on 
scarcity of data and points up the need for humanitar-
ian logistics models that integrates multidisciplinary 
work to validate the limited data. 

2. DISASTER RESPONSE DATA STAKEHOLDERS

Multiple entities play a role in the evolution of 
post-disaster data via collection, processing or dis-
semination. Furthermore, various communities are 
the intended users and beneficiaries of this data. 
Understanding the roles and motivation of the key 
stakeholders is essential to analyzing the emergence 
of near real-time data following a disaster. In this 
section we describe the data-gathering communities 
and the disciplines using the data.

2.1 Data-gathering Communities

Altay and Labonte (2014) discuss the challenges of 
information management and coordination amongst 
intergovernmental organizations, such as OCHA, 
government and non-governmental organizations 
in the case of the Haiti response in 2010. The United 
Nations Foundation Disaster (2011) examines the fu-
ture of information-sharing in humanitarian emer-
gencies with a focus on volunteer and technical com-
munities, such as OSM and Crisis Mappers (2014). 
The response to the Haiti earthquake highlights the 
disaster response operations where thousands of 
volunteers around the world collaborated around 
various information communication technologies 
to inform the public about the affected population. 
Grünewald and Binder (2010) analyze the humani-
tarian response following the Haiti earthquake and 
discuss the inter-agency real-time evaluation. They 
also provide the list of people consulted from dif-
ferent organizations from government, donor repre-
sentatives, international NGOs, national NGOs and 
UN agencies. These studies provide a good starting 
point for the main stakeholders in data gathering. 

We also survey a number of practitioners and re-
sponders involved with Typhoon Haiyan and oth-

er major responses (e.g., the earthquake in Haiti) 
through the pre-existing relationships of our team 
members with other humanitarian practitioners and 
responders. These surveys and relationships brought 
to our attention considerable amount of disaster relief 
operations relevant data and their sources. In addi-
tion, the on-ground personnel involved with major 
responses, including Typhoon Haiyan, assisted the 
team with assessing reliability and understanding the 
nature of the datasets and the data sources. 

We first present the key players we observed in the 
data collection, processing and dissemination, mo-
tivated by the literature, survey of practitioners and 
our observations of publicly available online data 
and information sources between November 10, 
2013 and March 31, 2014 following Typhoon Haiyan.

Large International Humanitarian Response Organizations

The United Nations Office of Coordination for Hu-
manitarian Affairs (OCHA) aims to plays a critical 
role in “mobiliz[ing] and coordinat[ing] effective 
and principled humanitarian action in partnership 
with national and international actors in order to al-
leviate human suffering in disasters and emergen-
cies” (OCHA, 2014e). In the immediate aftermath 
of a disaster, when OCHA receives an international 
call for providing assistance, it often sends United 
Nations Disaster Assessment and Coordination 
teams to provide an initial assessment of the situa-
tion (OCHA, 2014d). The information management 
activities within OCHA aim to support information 
collection and sharing needs of humanitarian actors 
to support coordination (OCHA, 2014c). In large di-
sasters, responding organizations often coordinate 
in “clusters” based upon major sectoral activities, 
such as logistics, health and shelter. In such cases, the 
information collection, management and sharing are 
often targeted to the specific cluster’s activities. For 
example, in Typhoon Haiyan, specifically, OCHA 
facilitated the activities of 11 clusters (CCCM, 2014).

Information management activities at OCHA take 
advantage of different types of information in differ-
ent phases of the response. According to OCHA’s de-
scription of its services, they aim to create and share 
information in media that are simple to understand 
and easily accessible. Datasets including common 
operational datasets, contact lists, and “who, what, 
where” data are also maintained and shared by this 
group. Shared documents in the form of portable data 
formats (PDF) reports and maps are frequently used .



Sokat, K. Y., Zhou, R., Dolinskaya, I., Smilowitz, K., Chan, J.: Capturing Real-Time Data in Disaster Response Logistics
ISSN: 1984-3046 • Journal of Operations and Supply Chain Management Volume 9 Number 1 p 23 – 5426

Geographic information system (GIS) data plays a 
key role in OCHA’s information management (IM) 
services. Recent collaborations with external or-
ganizations, including MapAction, Humanitarian 
OpenStreetMap Team (HOT) and GISCorps, have 
advanced the timely processing of map generation. 
These organizations sometimes leverage microtask-
ing and crowdsourcing methods to process large 
amounts of geographic information from imagery 
datasets and non-traditional geographic sources 
(e.g., satellite imagery, photos).

National Government

After a disaster, the host government coordinates 
governmental departments and agencies, such as 
the department of health, department of defense and 
emergency management authority, for its disaster 
response. For example, in the case of Typhoon Hai-
yan, The National Disaster Risk Reduction & Man-
agement Council (NDRRMC), which functions un-
der the Department of National Defense, managed 
gathering and reporting data (NDRRMC, 2014). In 
addition to NDRRMC, the Department of Social 
Welfare and Development (DSWD) played a crucial 
role in providing information about affected citizens 
(Presidential Management Staff, Presidential Com-
munications Development, & Strategic Planning 
Office, 2014). A detailed description of these two 
government offices’ role in Typhoon Haiyan with 
respect to data efforts is provided inthe Appendix

Digital Humanitarians

The Digital Humanitarian Network (DHN) is a con-
sortium of volunteer and technical communities 
that “provide an interface between formal, profes-
sional humanitarian organizations and informal yet 
skilled-and-agile volunteer and technical networks” 
with the purpose “to leverage digital networks in 
support of 21st century humanitarian response” 
(DHN, “About”, 2014). In the case of Typhoon Hai-
yan, OCHA activated DHN immediately after the 
disaster. According to media reference, this was 
the first time officials were appointed to coordinate 
the crowdsourced mapping efforts with volunteer 
groups  (Butler, 2013)  during the early stage of the 
response. Some of these volunteer groups include 
HOT, Standby Task Force and MapAction. The gen-
eral role of HOT is to serve as a bridge between the 
OSM community and the traditional humanitarian 
relief organizations In the Philippines, there were 
more than 1000 OSM volunteers from 82 countries 

who provided maps to nongovernmental organiza-
tions, including Doctors without Borders  (Butler, 
2013) and the American Red Cross  (OSM, “Ty-
phoon Haiyan”). The Standby Task Force analyzed 
more than one million texts, tweets and other social 
media posts with the help of MicroMappers soft-
ware, which uses machine-learning techniques to 
filter potentially relevant messages (Butler, 2013). 
MapAction, a longtime partner of OCHA, worked 
in the Philippines to generate more than a hundred 
files per day to be shared with the disaster relief 
community. With all these efforts, the data from Ty-
phoon Haiyan is a notable example of the evolution 
of collaboration between digital humanitarian and 
response agencies, where access to information, col-
laboration and the next steps of information-sharing 
were pushed forward.

Operationally-focused Humanitarian Practitioners and 
Responders

Humanitarian practitioners and responders (both 
local and international) in affected regions are often 
among the most knowledgeable people about the 
changing post-disaster environment. They are fre-
quently aware of information sources and datasets, 
sometimes generating data themselves, which may 
not only reflect the current context but also repre-
sent information and data used by organizations for 
planning and executing response activities. In our 
experience, the pre-existing relationship of our prac-
titioner team member with other practitioners and 
responders has brought tremendous value to identi-
fying and better understanding various information 
outlets and how they can be integrated in future lo-
gistical models using real-time data.

As information communication technology im-
proves, connecting with responding humanitarian 
organizations, theoretically, is more feasible. How-
ever, developing trusting relationships and personal 
networks still requires years of engagement in work-
ing with people from various backgrounds, often 
having different short-term goals but with common 
overarching missions.

2.2 Disciplines Using Data

Current humanitarian logistics models aim to cap-
ture real-time data in order to improve their deci-
sion support tools. Here, we discuss how the data 
is used in these models and the assumptions the 
researchers make, especially in relation to the data 
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availability. Various disciplines utilize humanitarian 
logistics data and impact the changes in data collec-
tion, processing and dissemination. Therefore, the 
role and purpose of each discipline as it relates to 
real-time data should be taken into account by the 
logistics modelers in order to better understand the 
data characteristics. 

As modelers studying the real-time humanitarian lo-
gistics data focused on use in mathematical model-
ing ourselves, we naturally investigate the academic 
humanitarian logistics as one of the disciplines ben-
efiting from data. The efforts on understanding data 
gathering communities (such as literature review and 
surveys) enlighten us about the other disciplines ben-
efiting from humanitarian logistics data. Similarly, the 
work on digital humanitarians enables us to recog-
nize the importance of information and communica-
tion technology for understanding the current status 
of the real-time data, its implications and challenges. 
Thus, in addition to the academic humanitarian logis-
tics discipline, we also discuss the role humanitarian 
data plays for practitioners, the intended primary us-
ers of this data, and information and communication 
technology (ICT), the data collection, processing and 
communication facilitators.

Academic Humanitarian Logistics

We first describe the current efforts of humanitarian 
logistics models with real-time data. As mentioned 
previously, although the number of models related to 
humanitarian logistics is growing, models with real-
time data are limited. We review those papers below.

Liu and Ye (2014) present a decision model for the al-
location of relief resources in natural disasters using 
information updates. These updates predominantly 
contain information on disaster states (population 
transfer rates) and traffic conditions (road affected 
level). Authors suggest that this information can be 
obtained from the disaster database of governmen-
tal agencies, such as the National Oceanic and At-
mospheric Administration (2013), the National Cli-
matic Data Center, and the National Geo-physical 
Data Center, among others. Liu and Ye apply their 
model to the Wenchuan earthquake in China with 
data provided by China’s National Committee on 
Disaster Reduction.

Sheu (2010) develops a dynamic relief-demand 
management model that forecasts the demand in 
real-time and dynamically allocates supplies based 
on those forecasts, as well as urgency and popula-

tion vulnerability measures. The main components 
of the information used in the model are 1) time-
varying ratio of the estimated number of trapped 
survivors relative to the local population; 2) popula-
tion density associated with a given affected region; 
3) proportion of frail population (e.g., children and 
the elderly) relative to the total number of popula-
tion trapped; 4) time elapsed since the most recent 
relief arrival; and 5) level of building damage. Sheu 
uses the official statistics from the 921 earthquake 
(also known as the Jiji earthquake) special report 
from Taiwan to demonstrate the application of the 
developed model. The model contains the most de-
tailed amount of data in comparison to other aca-
demic studies we have surveyed and is valuable for 
estimating regional level demand under dynamic 
information updates. The author also generates sim-
ulation data to replace the missing data points in an 
effort to tackle incomplete information.

Yi and Özdamar (2007) study a dynamic coordina-
tion problem of supply distribution and transfer 
of injured people. They apply their model to an 
earthquake scenario for Istanbul. The demand dis-
tribution (number of wounded people) and supply 
distribution (people, fleet composition, and total ca-
pacity transport) are provided for each time period. 
Researchers employ the widely used data from the 
Earthquake Engineering Department of Bogazici 
University (2002) for attrition numbers and possible 
structural damage to Istanbul, which are used to cal-
culate the number of affected people. Information 
about permanent emergency units is gathered from 
local municipalities and the Turkish Medical Doc-
tors Association. However, the information about 
the number and capacity of vehicles, the capacity 
of temporary emergency units, as well as how this 
information is updated are not explicitly provided.

Huang et al. (2013) study the impact of incorporating 
real-time data into disaster relief routing for search 
and rescue operations in the aftermath of the 2010 
Haiti earthquake. They use OpenStreetMap (OSM) 
to obtain road and building data. They also extract 
demand information on collapsed structures and 
trapped persons using Mission 4636, a text-message 
communication initiative. This research provides 
insights into incorporating crowdsourced data into 
humanitarian logistics models.

In addition to the integration of data into logistical 
models, some researchers also study classification 
frameworks for humanitarian data. This work is 
discussed in more detail later (see Measures of Data 
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Quality and Applicability section) as it closely re-
lates to our developed measures of data quality and 
applicability.

Humanitarian Practitioners

Humanitarian practitioners often rely on situational 
awareness to make critical decisions in difficult situ-
ations with limited resources and time. Mica Ends-
ley (1988) defines situational awareness as “the per-
ception of the elements in the environment within 
a volume of time and space, the comprehension of 
their meaning and the projection of their status in 
the near future” The availability of timely and accu-
rate data is critical to personnel making operational 
decisions. Therefore, there have been numerous and 
ongoing efforts to improve the collection, manage-
ment and sharing of humanitarian data for humani-
tarian practitioners such as Humanitarian Data Ex-
change (HDX) (See Information and communication 
technology section below for more details). 

There are also ongoing efforts among practitio-
ners to build vocabulary standards for crisis man-
agement  (Limbu, Wang, Kauppinen, & Ortmann, 
2012).  This is of particular interest to researchers, as 
we observe not only differences between research-
ers and practitioners in the terminology used, but 
even among various handbooks and guidelines in-
tended for practitioners  (World Food Programme 
[WFP], ““About””; Logistics Cluster, ““About””; 
WFP, ““Food Aid Information System””; Federal 
Emergency Management Agency [FEMA], 2010; 
FEMA, ““Data Feeds””; FEMA, ““FEMA’’s Inter-
national Programs””; Inter-Agency Standing Com-
mittee [IASC], 2012; IASC, 2010a; IASC, 2010b).  For 
example, while humanitarian logistics researchers 
extensively use the term “supply”, practitioners use 
“supply”, “resources”, “capacity”, “stockpile” and 
“availability”. Until these vocabulary standards are 
developed and implemented in the field, researchers 
should be aware of the various terms different data 
sources might use in the same context.

The role that data plays in humanitarian operations 
continues to change as data gathering, processing 
and sharing technologies evolve. Many humanitar-
ian agencies actively acknowledge, assess and fore-
cast the effects of the corresponding changes. The 
annual World Disaster Report 2013 from the Inter-
national Federation of Red Cross and Red Crescent 
Societies (2013) “examines the profound impact of 
technological innovations on humanitarian action, 

how humanitarians employ technology in new and 
creative ways, and what risks and opportunities 
may emerge as a result of technological innovations” 
(2013). These and other similar reports can provide 
logistics models with insights into how data is per-
ceived by the humanitarian practitioners discipline.

Information and Communication Technology (ICT)

Information and communication technology plays a 
critical role in facilitating data collection, processing 
and communication. From the academic perspec-
tive, with the ongoing evolution of these technolo-
gies, the studies that analyze their application to 
crisis and emergency management have also signifi-
cantly expanded  (Faria Cordeiro, Campos, & Silva 
Borges, 2014; Howden, 2009; Scott & Batchelor, 2013; 
Li, Li, Liu, Khan & Ghani, 2014; Dorasamy, Ramen, 
& Kaliannan, 2013; Palen et al., 2010).  The majority 
of this research focuses on crowdsourcing and so-
cial media applications in disaster responses (Ashk-
torab, Brown, Nandi, & Culotta, 2014; Hester, Shaw, 
& Biewald, 2010; Imran, Elbassouni, Castillo, Diaz, 
& Meier, 2013; Manso & Manso, 2012; Munro, 2013; 
Ortmann, Limbu, Wang, & Kauppinen, 2011; Puro-
hit, Castillo, Diaz, Sheth, & Meier, 2013; Sarcevic et 
al., 2012; Velev & Zlateva, 2012), with particular in-
terest in Twitter  (Munro, 2013). For example, Ash-
ktorab et al. (2014) present a Twitter-mining tool to 
classify, cluster and extract tweets. The authors in-
clude the keywords processed in their study, such 
as “bridge”, “intersection”, “evacuation”, “impact”, 
“injured” and “damage”, among others. The au-
thors implement their algorithm to tweets collected 
from 12 different crises in the United States. Puro-
hit et al. (2013) present machine-learning methods 
developed for social media specifically to identify 
needs (demands) and offers (supplies) to facilitate 
relief coordination, by matching the needs with of-
fers, encompassing shelter, money, clothing, volun-
teer work, etc. 

DeLone and McLean (1992) develop an informa-
tion system success model with six interdependent 
success variables: system quality, information qual-
ity, use, user satisfaction, individual impact, and 
organizational impact. Over the years, this model 
has been extensively studied and improved (Pet-
ter, Delon, & McLean, 2008). DeLone and McLean 
(2003) later update their model with the following 
success variables: system quality, information qual-
ity, service quality, system use, user satisfaction, 
and net benefits. Each variable also has numerous 
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dimensions. For example, relevance, understand-
ability, accuracy, conciseness, completeness, curren-
cy, timeliness, and usability are provided for infor-
mation quality, which are defined as the desirable 
characteristics of the system outputs such as reports 
and web pages. System quality is defined as the de-
sirable characteristics of an information system and 
ease of use system flexibility, system reliability, and 
ease of learning, as well as system features of intu-
itiveness, sophistication, flexibility, and response 
times. Bharosa, Appelman, Zanten, and Zuurmond, 
(2009) examine information and system quality as 
requirements for information system success dur-
ing disaster management. The researchers state that, 
although information quality requirements are very 
relevant for information system success during di-
saster management, they are very hard to measure. 
In the case of systems quality measurements, much 
of the effort is focused on the inter-operability and 
ease of use.

From the practitioner’s perspective, ICT has improved 
data collection, processing and communication in 
recent decades. UN OCHA’s (2002) Symposium on 
Best Practices in Humanitarian Information Exchange 
resulted in humanitarian information management 
principles as: accessibility, inclusiveness, inter-opera-
bility, accountability, verifiability, relevance, impartial-
ity, humanity, timeliness and sustainability. In a later 
symposium, reliability, reciprocity, and confidentiality 
were added to the list  (Haggarty & Naidoo, 2008). The 
ongoing Humanitarian Data Exchange (HDX) proj-
ect, led by OCHA, aims to “make humanitarian data 
easily available and useful for decision-making,” by 
bringing together multi-country, multi-sourced, cu-
rated data for analytical use through a single platform 
(OCHA, 2013c). As part of HDX project, Humanitar-
ian Exchange Language (HXL) is intended to offer the 
standardization of humanitarian data (OCHA, 2013a). 
In order to further facilitate standardization, the HDX 
Quality Assurance Framework identifies five dimen-
sions of quality as accuracy, timeliness, accessibility, 
interpretability and comparability (OCHA, 2014b). Lo-
gistics modelers can benefit and often directly utilize 
the data collection and processing tools developed by 
the ICT discipline. 

3. FRAMEWORK FOR ANALYZING REAL-TIME 
LOGISTICS DATA FOR MATHEMATICAL 
MODELING

This section presents the framework for analyzing 
real-time post-disaster data, specifically focusing on 

the measures that describe the quality of data and 
data sources, as well as their applicability to differ-
ent disasters for logistics modeling to learn from 
past disasters. Information during the aftermath of 
a disaster can more frequently be found on websites 
and is often shared via listservs and emails. Each di-
saster context will vary in the degree of online infor-
mation access for several reasons, such as: the type 
of disaster (e.g., disasters with predictable timing 
and location, such as hurricanes, versus disasters 
with unpredictable timing, such as earthquakes), 
availability of information technology, and level 
of involvement of host nations and their national 
and local governments. In order to better assess 
the quality of numerous information sources that 
emerge after a given disaster and their applicability 
to other disasters, we classify the outlets and data 
provided from these outlets based on a number of 
measures relevant to the focus of this study. We first 
determine broad areas of quality and applicability 
measures, which help us understand humanitarian 
logistics focused real-time data and their indication 
for modeling. We then introduce attributes of data 
and data sources to explain each measure in detail 
and discuss the implications of the presented attri-
butes and measures for disaster response logistics 
models. Finally, we address how to measure the at-
tributes of the proposed framework.

3.1 Measures of Data Quality and Applicability

In order to develop the framework, we first review 
the data standards and literature from the disci-
plines described earlier in the disciplines using data, 
as well as survey our practitioner contacts for their 
input. Based on our previous modeling experiences 
and observations from the data and data sources over 
time, we identify four fundamental questions about 
the data and data sources, which lead us to the mea-
sures in the framework. These questions are: what 
data is available (relevance), when data is available 
(timeliness), where data is available and to what de-
gree data represents the surrounding environment 
(generalizability), and the degree to which the data 
reflects the true environment (accuracy). We believe 
these four categories emphasize the critical charac-
teristics that describe the quality of data and data 
sources and their applicability to different disasters 
for logistical modeling. As a result, we propose the 
following four measures: 1) relevance, 2) timeliness, 
3) generalizability, and 4) accuracy. Similar to mea-
sures, we survey the literature and practitioners to 
identify attributes that sufficiently represent each 
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measure and their implications for logistical mod-
eling. The attributes are described in this section in 
detail. Figure  1  outlines our developed framework 
for analyzing real-time logistics data for the purpose 
of use in mathematical modeling. Following a disas-
ter, as the data starts to become available, the data 
user evaluates it based on his or her purpose (e.g., 
research, situational awareness and decision- mak-
ing on the ground). As a result, the importance of 
overall quality measures and the level of their ap-
plicability depend on the purpose of the data user; 
thus we span these measures around the user’s 
purpose. The data format is highly correlated with 
the purpose of the research team and refers to the 
format of the files that data or the information rel-
evant to our humanitarian logistics modeling focus 
is represented. Day, Junglas, and Silva, (2009) and 
Altay and Labonte (2014) stress inconsistent infor-
mation and data formats as one of the information 
flow impediments that impact decision-making and 
coordination in the humanitarian response. The data 
is available in many formats from portable data for-
mats (PDF) to keyhole markup language (KML) and 
Microsoft Word Documents (.doc). 

The data format plays a critical role in the acces-
sibility of data and smooth integration of data into 
models. Many of the available files identified in 
our case study (see sectionFramework Application: 

Typhoon Haiyan Case Study) depict humanitar-
ian logistics information, such as roads and hospi-
tals, yet frequently only in static formats. Optimal 
data formats for integration with logistics models 
are editable documents and dataset file types. For 
example, PDF maps often contain a great amount 
of information about the severity of damage in an 
area; however, due to their format limitations, it is 
hard to access information about road structure. 
Many released reports do not contain easily or 
quickly transferable numerical data. KML files and 
shape (SHP) files might contain the relevant data 
for testing models, however not in an immediately 
accessible manner, often requiring file conversions 
and format manipulations. On the other hand, 
even after these files are converted, discrepan-
cies may exist between the content. Two different 
sources converted through the same online SHP to 
comma separated value (CSV) formatter (Geodata 
Converter, 2014) can return different marking sys-
tems, e.g., XY coordinates vs. “osm_id,” as location 
indicators. This variation may be problematic for 
analysis, since it might require multiple infrastruc-
ture information sources. On the other hand, some 
sources contain Microsoft Excel data spreadsheets, 
and classification in this data simplifies the identi-
fication process of sources with promising data for 
the purpose of logistics models.

Figure 1. Data Analysis Framework: Applicability Measures and Related Attributes
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Next, we describe the measures and attributes used 
in our framework based on their utility for logistical 
modeling and potential challenges. We should note 
that, while some attributes might refer to multiple 
measures (e.g., the classification category primary 
purpose might infer about the relevance and gener-
alizability), some attributes can be related (e.g., local 
factors and disaster properties).

Relevance

Relevance is determined by whether the data meets 
the needs of its users The relevance of the data ob-
tained from the data streams refer to the degree to 
which the data meets the current and future needs 
of the data required for logistical modeling. For our 
framework, we identify the following measures that 
represent relevance.

Logistical Content

Humanitarian and relief organizations constantly 
collect, process and disseminate immense amounts 
of information in a broad range of settings and ap-
plications. Our work and this specific paper focuses 
on humanitarian logistic operations in post-disaster 
settings, such as on-the-ground operations immedi-
ately following natural or man-made disasters (e.g., 
immediate medical assistance or search and rescue 
operations). Thus, our first step consists of identify-
ing specific types of information relevant to humani-
tarian logistics. The data is divided into the follow-
ing categories: demand, supply and infrastructure. 
These categories are similar to those used in the lit-
erature  (Ergun et al., 2010a; Tatham & Spens, 2011).

– Demand: Effective and efficient relief efforts 
require the identification of the location, quan-
tity and types of supplies needed within the 
affected region. Demand in these settings can 
correspond to needed physical goods, such as 
food, medication or shelter, as well as needed 
services, such as medical assistance, rescue, and 
telecommunication. 

– Supply: Information about relief supplies that are 
pre-existing or gathered after a disaster, trans-
portation vehicles and expert or key personnel 
(e.g., see (OCHA, 2013b) for examples specific to 
Typhoon Haiyan) is another important compo-
nent for the relief efforts. 

– Infrastructure: In order to facilitate distribution 
of supplies to demand, we need to have knowl-

edge of the infrastructure (e.g., roads, airports, 
seaports and their post-disaster conditions). 
While this critical component can be highly un-
certain, there is great potential benefit from ac-
curate and timely data from the field. 

Primary Purpose

Primary purpose indicates the focus of the infor-
mation posted in the outlet and/or role of the or-
ganization providing the information. Some of the 
examples are initial assessment, evacuation and 
providing maps. The primary purpose of the data 
outlet or organization might help researchers search 
for relevant information for their models. For exam-
ple, if a researcher is working on search and rescue 
operations, it might be easier for him or her to start 
from an outlet that is focused on initial damage as-
sessments. More specifically, in the case of Typhoon 
Haiyan, a researcher can begin his or her analysis 
from CEMS, NDRRMC and OpenStreetMap (see 
Table 2for the primary purpose of surveyed infor-
mation outlets in this study). 

Outlet Type

Outlet type identifies the ownership of information, 
as observed in our study. We distinguish between 
two types of information outlets: original informa-
tion outlets and aggregator information outlets. 
Original information outlets refer to organizational 
websites that primarily provide information and 
data, either collected by that organization or trans-
form the data for their specific response purposes. 
We use the term aggregator for outlets that predomi-
nantly disseminate information collected by various 
other sources.

Outlet type classification can be helpful for practitio-
ners and researchers for the following reasons. Orig-
inal information outlets might be a good choice to 
look at when a researcher or practitioner is search-
ing for a certain type and/or format of information, 
such as maps or reports about damaged areas. In 
this case, researchers or practitioners might need 
to search for several original information outlets to 
find particular data or accumulate a series of dif-
ferent information pieces. Aggregator information 
outlets generally compile information about supply, 
demand and/or infrastructure from assorted outlets. 
Thus, a researcher might want to start his or her ini-
tial search from these sources. 



Sokat, K. Y., Zhou, R., Dolinskaya, I., Smilowitz, K., Chan, J.: Capturing Real-Time Data in Disaster Response Logistics
ISSN: 1984-3046 • Journal of Operations and Supply Chain Management Volume 9 Number 1 p 23 – 5432

Timeliness

The timeliness of data refers to time dimensions 
of the collected, analyzed and disseminated data. 
Timeliness is deemed by many users as generally 
the most important characteristic of data  (Teran, 
2014).  Humanitarian data should be collected, an-
alyzed and disseminated efficiently, and must be 
kept up to date (OCHA, 2002). Timeliness is also 
defined as the delay between when the data is col-
lected and when data becomes available and acces-
sible . Timeliness is a crucial measure for modelers 
as it highly impacts the types of the models they 
can feasibly implement. 

Data Update Type (new update/incremental vs. overwrite)

Data update type represents the method by which 
the status updates are provided after the initial file 
upload. Incremental updates suggest that the new 
information is described in a new file or new field. 
On the other hand, overwrite updates indicate that 
the additional information is appended to the exist-
ing file containing the original information.

Practitioners and researchers may have different 
needs with respect to data updates. While practitio-
ners may seek the most current data with cumula-
tive statistics for operational decision-making dur-
ing a certain disaster, logistics modelers often prefer 
to see the evolution of the post-disaster data. As a 
result, while an overwrite update may be preferable 
for practitioners, it is not desirable for humanitarian 
logistics researchers who focus on adaptive model-
ing. Modelers generally find the piecewise informa-
tion about additional available roads or estimated 
needs (e.g., refugee camp population requiring food 
assistance from WFP) at a location more useful. Up-
date type also provides important implications for 
the prioritization of the data collection process for 
research purposes. Sources such as OpenStreetMap 
may have openly available data that archives the 
prospective near real-time updates of roads, which 
can be retrieved later on, while other map sources 
that have overwrite updates should be monitored 
frequently to capture the evolution of data over time.

Update Frequency

Update frequency represents the frequency with 
which data is updated. Update frequency can be 
by minute, hour, day or other. Due to the nature of 
humanitarian operations and impact of time in the 

output, the humanitarian community benefits from 
data being updated timely and frequently.

Update frequency may have a large influence on 
modeling decisions. In our case study (see Table 2), 
many organizations that share data sources appear 
to update and upload their datasets daily and fre-
quently post new content data related to logistics. 
This may influence the model type and the inclusion 
of the dynamic information into the models. For ex-
ample, as the frequency of the information increas-
es, a researcher might prefer dynamic programming 
to multi-stage optimization for modeling.

Data Update Timeline and Retention Time

While both data update timeline and retention time 
are associated with the time perspective of data, up-
date timeline refers to the timeline from the initial 
time data starts to be uploaded until the last time 
data is uploaded. On the other hand, retention time 
captures the last time when the data will be avail-
able for public use. In other words, update timeline 
describes when files are updated on the website, 
e.g., from November 1, 2014 to December 15, 2014. 
Retention time is for how long that data will stay up 
on the website, e.g., the data can be accessed for an-
other year after it has been uploaded. Retention time 
is also often associated with the establishment type 
of the information outlet, which is discussed later.

As stated before, timeliness is generally one of the 
most important measures of data and it has sev-
eral implications for modelers. Different update 
timelines might express different values to vari-
ous types of modeling purposes. The first available 
post-disaster data is crucial, especially when one 
wants to find as much information as possible to 
understand the immediate context and link infor-
mation with high-priority humanitarian logistics 
activities within a certain period after the disaster. 
For example, the data available during the golden 
time (first few days after the disaster) is vital for 
models focused on search and rescue operations  
(Huang et al., 2013).  As the initial few days pass 
after the disaster, the information about the sup-
plies (which team is where with how much medical 
or other supplies) becomes widely available. This 
information provides a basis for the relief-distri-
bution modeling. Additionally, longer timelines 
imply more data for the modelers and this allows 
them to conduct more comprehensive analysis for 
test case generations of past disasters.
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Similar to update type, retention time might also 
impact and aid in enhancing the data collection pro-
cess. Longer retention times enable researchers to 
access time-sensitive critical information. Postpon-
ing the collection of data that remains well after its 
posting date may allow for greater time spent on 
more volatile sources.

Generalizability

The generalizability measure in this framework in-
dicates the applicability of the information obtained 
from the data resources of a particular disaster to 
other disasters for preparedness, analysis, lessons 
learned and evaluation. We determine an estab-
lishment’s local versus global designation, disaster 
properties and local factors as key indicators of gen-
eralizability. Generalizability facilitates modelers to 
learn from previous disasters to improve the pre-
paredness and response to future disasters.

Local/ National vs. Global/International

This classification addresses whether the informa-
tion source is administered by an international 
organization or a local government/organization 
where the disaster occurs. It signifies the level of 
involvement from local government in the disaster 
response operations.

Local/national versus international data ownership 
might inform about the generalizability of this data 
and analysis for future disasters. For example, the 
level of involvement from the local government for 
the post-disaster response can be included in the dis-
cussion of different disaster comparisons. Similarly, 
depending on the disaster type, pre-disaster evacu-
ation efforts of the local/national government can be 
a critical factor when comparing different disasters 
and making inference from them.

Disaster Properties

As the name suggests, this attribute describes the 
main characteristics of a disaster. Tatham et al. 
(2013) develop a 13-parameter framework that cap-
tures the factors impacting logistical preparedness 
and response. A significant part of the classifica-
tion categories from Tatham L’Hermitte, Spens, and 
Kovács’s framework, such as the time available for 
action (disaster onset), disaster size, magnitude of 
impact, duration of time and environmental factors 
(such as the topography or weather conditions of the 

affected area) are related to disaster characteristics 
used in our framework.

Disaster characteristics can educate modelers about 
decision-making in different stages of the disaster 
cycle. For example, a sudden-onset disaster with 
predictable timing, such as Typhoon Haiyan, can 
help modelers and practitioners on the ground to 
improve the prepositioning strategy to save as many 
lives as possible. In addition, disasters with predict-
able timing impact the level of information available 
in the response phase by advance notice, which can 
impact the specific characteristics of the model and 
model validation. 

Local Factors

The World Bank Logistics Performance Index (LPI) 
measures the “friendliness” of a country based on 
six factors: customs, infrastructure, services quality, 
timeliness, international shipments and tracking/
tracing  (Arvis, Saslavsky, Ojala, & Shepherd, 2014).  
Tatham et al.  (2013)  suggest the Logistics Perfor-
mance Index as one of the four factors impacting 
the logistical preparation and response. While LPI 
focuses on factors that impact logistical performance 
directly such as infrastructure, local factors refer to 
metrics for local environment. L’Hermitte, Bowles, 
and Tatham (2013) present a classification model of 
disasters from a humanitarian logistics perspective. 
Their model composes the time and space compo-
nents of the disasters and five external situational 
factors of the disaster environment. The external 
factors stated in the paper are the government situa-
tional factors, the socioeconomic situational factors, 
the infrastructure situational factors, the environ-
mental situational factors, and the conflict environ-
ment. Five external situational factors of the disaster 
environment of L’Hermitte et al.’s work (2013) and 
some of the categories from Tatham et al’s 13-pa-
rameter framework such as the geographic context, 
population density, per capital GDP, and potential 
for the reoccurence of the disaster in the same area 
are examples of local factors. Another local factor is 
the language of the local environment, as in the case 
of the 2010 Haiti earthquake  (United Nations Foun-
dation, 2011) .

According to existing studies (e.g., (Vaillancourt, 
2013)), as the value of LPI increases, the expected 
number of affected people generally decreases. Lo-
gistics modelers can benefit from this information 
when estimating service demand for a given region. 
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Using a country’s LPI value, modelers can evaluate 
applicability of the available data from one country 
to another. Furthermore, higher LPI scores usually 
correspond to less restriction from the government  
(Haavisto, 2014)  on relief response operations, cor-
responding to another generalizibility measure of 
the data.

Geographical context of the local area where a disas-
ter takes place might also provide multiple insights 
for modeling. For example, the Philippines being a 
combination of islands implies routing decisions us-
ing different modes of transportation, as well as the 
coordination of relief items among islands. Further-
more, whether or not a given island is the hub for re-
lief operations can also impact the routing decisions. 
Another local factor, disaster reoccurrence probabil-
ity, can provide useful information to logistics mod-
elers at various stages of the disaster management 
cycle. For example, Ergun, Stamm, Keskinocak, and 
Swann (2010) describe numerous efforts of Waffle 
House Restaurants to effectively respond to hurri-
canes in southeast US. These efforts include equip-
ment prepositioning, special menus and advanced 
personnel scheduling. Similar strategies can im-
prove disaster management in areas that are prone 
to storms such as the Philippines.

Accuracy

Multiple researchers discuss data accuracy directly 
or using related terms, such as reliability, verifiability 
and accountability  (OCHA, 2002; Haggarty & Nai-
doo, 2008; OCHA, 2013a; OCHA, 2013b; Galton & 
Worboys, 2011; Day, Junglas, & Silvas, 2009; Altay & 
Labonte, 2014; DeLone & McLean, 2003).  According 
to the Humanitarian Data Exchange Quality Assur-
ance Framework, the accuracy of the data is defined 
as “the degree to which the information correctly de-
scribes the phenomenon it was designed to measure” 
Synthesizing the definitions from these resources, we 
define accuracy as the measure that represents the 
reliability and the credibility of the information ob-
tained from the data streams and data sources. 

DeLone and McLean (2003) emphasize accuracy in 
their information success model. For example, ac-
curacy-related terms appear in systems quality as 
“system reliability”, in information quality as “ac-
curacy”, “conciseness” and “completeness”, and 
in service quality as “accuracy” and “reliability”. 
Day et al. (2009) state that self-reported informa-
tion like shelter registration is generally unreliable. 

Altay and Labonte (2014) assess unreliability as an 
information impediment for decision-making and 
provide several sources of unreliable information 
examples from the case of the earthquake in Haiti 
in 2010, such as crowdsourced data. They also note 
that, rather than waiting for the perfect information, 
practitioners should utilize the available informa-
tion and make sure coordination is stressed in the 
information-sharing. From a modeler’s perspective, 
accuracy implies various assumptions about the 
available information, as well as the unknown data. 

Establishment Type

Establishment type denotes whether the placement of 
the data (e.g., website or repository) was established 
specifically and solely for the purpose of a specific 
disaster or maintains data across multiple disasters. 
We use establishment type to separate data sources 
into two categories: multiple disaster and disaster 
specific. Multiple disaster sources correspond to or-
ganizations and websites involved with data on di-
sasters prior to a given disaster, often retaining data 
from such disasters. Such sources or repositories usu-
ally retain data for multiple disasters after the relief 
operations are completed, e.g., ReliefWeb. Disaster-
specific sources generally provide information dur-
ing relief operations of a specific disaster and may 
become unavailable shortly afterwards.

Establishment type can often inform researchers 
and practitioners about reliability, completeness 
and accuracy of information since it often relates 
to the structure of the organization that maintains 
the information outlet. Multiple disaster data sourc-
es may possess additional verification processes, 
which may increase their reliability. However, these 
data sources (e.g., PDF maps) rarely contain the raw 
pre-processed data. In contrast, based upon our spe-
cific case study experience, we observe that disaster-
specific sources may directly post datasets without 
progressing through a verification process, or may 
not fully share the verification process with the pub-
lic. They may also lack the level of reliability and 
trust in comparison to sources established for previ-
ous disasters. Regardless of the situation, connect-
ing with practitioners at appropriate times might 
assist in further understanding how and whether 
data is verified. It may also open up opportunities 
to explore datasets in pre-filtered formats, reliable 
short-term sources, or data sources more relevant to 
practitioners. However, datasets may not necessar-
ily be complete or entirely accurate, requiring data 
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fusion or synthesis of various datasets together to 
achieve logistics modeling requirements. The resul-
tant fused datasets will need to be reassessed for ap-
plicability for effective on-the-ground operations.

Coordination Level

This attribute represents the level of coordination 
among different communities during a disaster re-
sponse. It might indicate various types of collabo-
ration, such as coordination between different relief 
agencies and coordination between local and inter-
national governing bodies. The concept of coordi-
nation through subgroups introduced by Jahre and 
Jensen (2010) aims to organize humanitarian help 
in a number of different areas by predefined man-
agement. Jahre and Jensen (2010) discuss the impor-
tance of the balance between horizontal and vertical 
coordination in any period of disaster management. 
Additionally, the authors mention the role of logis-
tics cluster, one of the 11 OCHA formed clusters, on 
information management and the challenges of co-
ordinating the information.

One key component to a successful coordination is 
the exchange of information, which in return results 
in additional information generation (e.g., cluster 
reports to be shared with participants). In addition, 
the involvement of various parties in the combined 
mission improves data accuracy as information is 
validated by the distinct participants. Moreover, 
similar to the establishment’s international versus 
local designation, the level of cooperation of the lo-
cal government with international communities in 
the disaster response efforts impacts the evolution 
of available data.

Completeness

Completeness represents whether there is missing 
information or not. Examples of incomplete infor-
mation might be in regards to the status of certain 
roads or damage level of buildings.

Missing data raises questions regarding the accuracy 
of information to be used in the logistical models and 
forces modelers to account for the incomplete infor-
mation. For example, when road status information 
is not provided, the modeler needs to make assump-
tions about that information. In order to account for 
the inaccurate and incomplete information, uncer-
tainty factors should be included in the models.

Assessment of Framework Attributes

Table 1 provides an example of a metric that might 
be used to assess and categorize each framework at-
tribute developed above, as well as sample metric 
categories for illustration purposes. Some of these 
attributes and the metrics have been previously in-
troduced in existing literature, in which case we in-
clude the appropriate references in the last column 
of Table 1. As discussed by Bharosa et al. (2009), 
some parameters, such as relevance, accuracy, and 
timeliness that signify information quality, are of-
ten hard to measure during disaster management. 
Thus, what we provide in Table 1 is just one set of 
examples to measure the attributes, and there might 
be many other ways to measure each of them. For 
example, in addition to the sample metric provided 
in Table 1, it is possible to measure the coordination 
level using the number of agencies sharing resourc-
es or presence and the role of a single agency during 
a disaster such as local government. 

Table 1. Assessment of Framework Attributes

Framework 
Measure Attribute Metric Example Sample Metric 

Categories Reference

Relevance Logistical Con-
tent

number of logistical 
content categories that 
the data source cover

a) infrastructure b) de-
mand c) supply d) all

Ergun et al. 
(2010a)

Primary Purpose main focus as described 
in mission statement

a ) (initial) post disaster 
assessment, damaged in-
frastructure b) relief aid 
c) coordination d) all

Outlet Type percentage of the con-
tent that is originally 
prepared by the data 
source

a) < 20% (aggregator) 
b) 20-50% (mixed) c) 
>50% (original)
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 Timeliness Update Type number of previous ver-
sions of the file stored

a) 1 (overwrite) b) >1 
(incremental)

Update Fre-
quency

average time between 
two consecutive updates

a) hourly b) daily c) 
weekly d) monthly e) 
one time

OCHA 
(2002)

Update Timeline average time between 
the first and last update

a) > 1 year b > 3 months 
c) >1 month d) > 1 week

Retention Time average time the infor-
mation is kept by the 
data source

a) > 5 years b) > 3 years 
c) > 1 year d) < 1 year 

Generalizability International vs. 
Local Establish-
ment

percentage of funding 
available from local 
government

a) < 50 (local) b) > 50 
(international)

Disaster Proper-
ties

number of people im-
pacted

a) > 1,000,000 b) > 
10,000 c) > 1000 d) > 
100

Tatham et 
al.  (2013) 

Local Factors LPI score a) > 4 b) >3.5 c) >3 d) 
<3

Tatham et 
al.  (2013) 

Accuracy Establishment 
Type

total number of disasters 
involved

a) 1 (disaster-specific) b) 
>1 (multiple - disaster)

Coordination 
Level

average number of 
agencies listed in the 
reports

a) 1 
b) >5 c) >10 d) > 20

Jahre and 
Jensen 
(2010)

Completeness percentage of the at-
tributes tagged or have 
information about

a) > 20% b) > 10% c) > 
5% d) < 5%

DeLone 
and 
McLean 
(2003)

4. FRAMEWORK APPLICATION: TYPHOON 
HAIYAN CASE STUDY

To illustrate the application of the framework pre-
sented above, we focus on a specific disaster re-
sponse, Typhoon Haiyan, as the case study for inves-
tigating the role, value and limitations of integrating 
new information streams for logistical modeling 
during the aftermath of a disaster. On November 8, 
2013, Typhoon Haiyan, named as Typhoon Yolanda, 
the strongest storm recorded at landfall (Open Street 
Map [OSM}, “Typhoon Haiyan”, 2013) and one of 
the strongest tropical cyclones in recorded history  
(National Oceanic and Atmospheric Administration, 
2013),  hit the Philippines and resulted in catastroph-
ic damage throughout the country. As of April 7, 
2014, 6,300 individuals were reported dead, 28,689 
injured, and 1,061 are still missing according to the 
National Disaster Risk Reduction and Management 
Council  (NDRRMC) (Government of the Philip-
pines, 2014). Both the Philippines government and 

international humanitarian organizations started 
their preparedness activities as early as November 
7, 2013 and began response activities immediately 
following the fall.

Typhoon Haiyan represents an evolution of disas-
ter response in which the emergence and growth 
of data during relief operations brought new op-
portunities for addressing humanitarian challenges. 
Multiple factors played a role in the generation of 
this outstanding level of information, including lo-
cal factors, the nature of the disaster and efforts of 
OCHA and the availability of data from the Philip-
pines government responding entities. More spe-
cifically, the Philippines benefited from advanced 
information communications technology and wide-
spread media and organizational coverage within 
the country in the disaster response efforts. 

As this research is carried out by an English-speak-
ing team, the synergy between information and data 
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predominantly shared in the English language pro-
vides us an opportunity to pursue this case study. In 
addition, the Typhoon Haiyan post-disaster environ-
ment was permissive with respect to information-
sharing across stakeholders; unlike conflict-driven, 
complex humanitarian crises where repressive en-
vironments often restrict information-sharing, es-
pecially through public online sources. Typhoon 
Haiyan is a sudden-onset disaster with relatively 
predictable timing and location, which made it pos-
sible for the advance staging of volunteers. OCHA’s 
call for digital volunteer support through the Digital 
Humanitarian Network prior to the typhoon activat-
ed volunteers around the world to participate in col-
lecting and processing information (OCHA, 2013d). 
In addition, the growth of digital humanitarians 
or “crisis mappers” has expanded nontraditional 
data streams during recent crises (Haiti earthquake, 

Pakistan, Chile, Christchurch, Bhopa, super-storm 
Sandy, etc.), often in online formats and frequently 
available to the public.

In this section, we first present the timeline of events 
following Typhoon Haiyan for the case study. Next, 
we examine the data sources and provide the clas-
sification of the data and data sources based on the 
framework developed in Section 3. We provide a 
brief logistical content analysis to assess the avail-
able information for logistical models. Finally, we 
present lessons learned from this case study. 

4.1 Information and Data Retrieval

This section highlights the chain of events describ-
ing our information retrieval process. Figure  2  il-
lustrates the information and data retrieval epochs 
of this study.

Figure 2. Information and Data Retrieval Epochs

Initialization

Shortly after November 8, 2013, when Typhoon Hai-
yan moved into the central Philippines region, one 
of our team members, who is an active researcher 
and practitioner in the humanitarian technologies 
community, began receiving numerous email com-
munications from the crisis mappers network These 
emails contained publicly available website links to 
information sources pertaining to Typhoon Haiyan. 
This network is also linked to other digital humani-
tarian groups that were being activated by the Digi-
tal Humanitarian Network, including the Standby 
Task Force, Humanitarian OpenStreetMap Team, 
GISCorps, HumanityRoad, Info4Disaster, MapAc-
tion, Translators without Borders, Statistics without 
Borders and other members of the Digital Humani-
tarian Network  (DHN, “Super Typhoon Haiyan”) .

Collection and sorting

The team recruited an undergraduate research as-
sistant to collect data beginning on November 12, 
2013, starting with the resources identified in ini-
tial emails. As a first step, we iteratively devised a 
sorting scheme for data intake. After teasing out the 
emails relevant to the typhoon, our initial approach 
in the first days, between November 12, 2013 and 
November 19, 2013 was to continuously download 
from the data sources identified on those websites, 
such as Logistics Cluster and Copernicus Emer-
gency Management Service (CEMS), with the goal 
of capturing the temporal aspect of the available 
data. The potential relevance for each data source 
was assessed using the accompanying description 
of the data. However, since time constraints and our 
advancing knowledge of humanitarian information 
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sources did not allow for a complete understanding 
of each dataset at the time of retrieval, we continued 
to download from as many of these sources as we 
could find, in the hopes that each of those sources 
might contain desired information.

Prioritization

After one week of sorting data, around Novem-
ber 19, 2013, we realized that the volume, both in 
number and size, of data was overwhelming. For 
example, the Humanitarian Response had over a 
hundred new files (Humanitarian Response, 2014c) 
and OpenStreetMap had several gigabits of data  
(OSM, “Index of Haiyan”.  The magnitude of the 
data created a need to balance the trade-off between 
processing the known data sources and searching 
for new sources. After the initial few days of collect-
ing a breadth of data, we attempted to focus on un-
derstanding the content of the resources, especially 
with respect to their logistical content. For almost a 
week, we focused on differentiating between logisti-
cal content, storing and archiving current data ac-
cording to its content type.

Searching for new sources

As time passed, around November 25, 2013, we con-
tinued to search for new data sources. The sources 
from the email lists served as a starting point, and 
allowed for retrieval from some important sources 
earlier than otherwise possible. However, finding 
new sources required other methods, such as sub-
scriptions to appropriate newsletters and mailing 
lists, and manual internet searches. Yet, even with 
these methods as aids to supplement the manual 
search for sources, we were not able to identify all 
additional sources, particularly those not openly 
shared on the internet. This illustrates the challenge 
to discover the relevant sources far enough to reduce 
lost data and the limits of remote research activities 
that explore field operations. Within this particular 
case study, many relevant sources, e.g., the OSM re-
pository specific to Typhoon Haiyan, were further 
researched by our team over one month later, de-
spite HOT and the American Red Cross activities 
commencing very early in the response, around No-
vember 8, 2013.

Reorganization

With the addition of new resources, the team ac-
quired significant information and continued con-
tent differentiation, storing and archiving. On De-
cember 4, 2013, the team noticed the duplication of 
resources and decided to reorganize the list of them. 
At this point, the team discontinued downloading 
from repeating outlets.

Analysis

The team started the analysis of downloaded data 
on November 21, 2013, which consisted of the initial 
assessment of the data content, especially the logis-
tical content discussed in measures of data quality 
and applicability section While the team worked 
on analysis and data collection in parallel after this 
point, the detailed analysis of data sources classifica-
tions began on December 5, 2013.

4.2 Data and Data Sources Classification

In this section, we implement the framework pro-
posed in the study to the data obtained from Typhoon 
Haiyan. We begin with the detailed description of the 
studied data outlets (see Appendix for details). The 
information posted at the outlets, generally in their 
“about us” and data pages are analyzed based on 
their relevance to humanitarian logistics models dur-
ing the timeline of the study, between November 10, 
2013 and March 31, 2014. In developing measures of 
data quality and applicability we identify two types 
of information outlets: information aggregation sites 
and organization or sector specific data repositories 
(original, in other words, primary outlets). However, 
this dichotomy may not necessarily be entirely dis-
tinct, as some organization-focused sources will also 
include some data collected from other groups; for 
example, MapAction takes advantage of data from 
NDRRMC to generate some of the maps. Thus, one 
might expect to categorize MapAction as an aggre-
gator. Also, there might be more information outlets 
providing information after Typhoon Haiyan. This 
classification includes analysis of a subset of avail-
able resources. Table  2  comprises a subset of the 
proposed classification categories such as outlet type, 
primary purpose and logistical content as they apply 
to the studied data sources.
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Table 2. Classification of Information Data Files Collected by Our Team
(see Section 3 for details on classification categories and Appendix for description of sources)
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4.2 Logistical Content Data Availability Analysis

In this section, we examine the availability of logisti-
cal content information following the days after Ty-
phoon Haiyan. As discussed in disciplines using data 
section there are differences in the terminology used 
by researchers and practitioners. In order to find the 
relevant information (e.g., demand and infrastructure) 
to integrate into models, academic researchers should 
first learn about these differences. For example, in the 
case of Typhoon Haiyan, while searching for relevant 
information, we establish a set of key search terms that 
are used to identify the potential data sources within 
our compiled database that contain information about 
service demand and infrastructure. We use sources 
from different disciplines described in Section to help 
us build the list of these search terms. Then, using this 
list, we examine the data gathered from sources such 
as OpenStreetMap, Logistics Cluster, NDRRMC, and 
Copernicus Emergency Management Service (CEMS) 
for availability of the logistical content (see Table 2 for 
logistical contents and the Appendix for description of 
these data sources). The filtered data is then analyzed 
to identify the specific content they contain in relation 
to the kind of information needed for logistical models. 
For example, we want to know the level of damage each 
road link sustained, its post-disaster status and location 
of potential beneficiaries of medical and rescue services.

In the analysis of data availability for road damage, 
we look specifically at the data for Tacloban City, 
which is expected to have more data in comparison 
to more rural areas (DHN, 2014b). The number of 

roads labeled with some level of damage and the to-
tal number of roads recorded are compiled for each 
day between November 7, 2013 and November 28, 
2013 using OSM and CEMS. However, even by No-
vember 28, 2013, only approximately 5% of the road 
links among these data sources are labeled to con-
tain at least some level of damage. This result dem-
onstrates how limited logistics data is for modeling 
following a disaster.

As an example, Table 3 shows the details about the 
information provided by NDRRMC regarding the 
road and port status between November 7, 2013 and 
November 13, 2013 in its situation reports. Regard-
ing road status, the reports include information about 
the name of the road, status (not passable or passable) 
and additional comments (why it is not passable or 
status of ongoing clearance operations). The reports 
before November 8, 2013 12:00 pm do not include 
road status information. The information provided 
in the reports is cumulative; in other words, a road 
that was previously identified as impassable is kept 
in the following reports until November 13, 2013. As 
of November 13, 2013 6:00 pm all roads that were 
previously affected are stated to be passable and road 
status information is not included in the following 
situational reports. In the entire Philippines area, the 
reports include at most only 18 roads. The airport 
information consists of the name of the suspended 
airports as well as cancelled flight information. Data 
related to sea ports include the name of the port and 
number of strandees by type (passengers, vessels, 
rolling cargoes and motor banca boats).

Table 3. Road and Port Status Information Update after Typhoon Haiyan 
between 11/8/2013 and 11/13/2013 in NDRMMC Situational Reports

Update Date Update Time Number of Roads with 
Status Information

Number of Roads 
Reported Not 

Passable

Number of 
Suspended 
Airports

Number of 
Sea Ports with 

Strandees
11/8/2013 12:00 PM 5 5 5 12
11/8/2013 6:00 PM 5 5 13 15
11/9/2013 6:00 AM 5 5 13 20
11/9/2013 6:00 PM 13 13 4 4
11/10/2013 6:00 AM 18 18 4 3
11/10/2013 7:00 PM 18 3 4 0
11/11/2013 6:00 AM 18 3 4 0
11/12/2013 10:00 AM 18 3 4 0
11/12/2013 10:00 PM 18 3 4 0
11/13/2013 7:00 AM 18 2 0 0
11/13/2013 10:00 PM 18 0 0 0
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In order to obtain service demand information for 
logistical models, we also examine the available 
building data, which might provide information 
about the individuals either trapped under col-
lapsed structures or displaced persons due to loss 
of property. The building damage reports vary by 
different data sources. Table 4 contains a sample 

of information from the NDRRMC reports on the 
number of damaged buildings (totally or partially 
damaged), deaths, injured, and missing individu-
als, affected families and persons, and stranded in-
dividuals between November 8, 2013 and Novem-
ber 13, 2013. These numbers are aggregated for the 
entire Philippines. 

Table 4. Demand Information Update after Typhoon Haiyan 
between 11/8/2013 and 11/13/2013 from NDRMMC Situational Reports

Update Date
Number of 
Damaged 
Houses

Number 
of Total 
Damage

Number 
of Partial 
Damage

Number of 
Deaths

Number of 
Injured

Number of 
Missing

Number of
Affected/ 

Pre-
Emptively 
Evacuated 
Families

Number of
Affected/ 

Pre-
emptively 
Evacuated 

Persons
11/8/2013 26675 125604
11/8/2013 3 7 151910 748572
11/9/2013 4 7 4 161973 792018
11/9/2013 3438 2055 1383 138 14 4 944597 4282636
11/10/2013 3480 2071 1409 151 23 5 982252 4459468
11/10/2013 19651 13191 6360 229 48 28 2055630 9497847
11/11/2013 23190 13473 9717 255 71 38 2095262 9679059
11/12/2013 41176 21230 19946 1774 2487 82 1387446 6937229
11/12/2013 149015 79726 69289 1798 2582 82 1387446 6937229
11/13/2013 149756 80047 69709 1833 2623 84 1387446 6937229
11/13/2013 188225 95359 92886 2344 3804 79 1730005 8012671

For more detailed building data analysis, we next 
focus on five cities: Tacloban City, Guiuan, Palo, Or-
moc and Cebu. Notably within three of these cities 
(Tacloban City, Guiuan and Palo), the percentage of 
buildings with “collapse” or “damage” indicators 
range between 40% and 60% by November 20, 2014. 
This analysis is conducted by using OpenStreetMap 
and CEMS. Table 5 shows the total number of build-
ings and number of damaged or collapsed build-

ings for each city between November 8, 2013 and 
November 20, 2013. The information about building 
damage appears to be delayed in these sources in 
comparison to NDRRMC reports. Even in Tacloban 
City, the damage information starts on November 
14, 2013. This is another example of limited informa-
tion immediately after disaster, especially for search 
and rescue purposes.
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Table 5. Demand Information Update after Typhoon Haiyan 
between 11/8/2013 and 11/20/2013 in OpenStreetMap and CEMS

We next examine the available data for supply infor-
mation. For illustration purposes, we examine two 
pieces of supply information. Table 6 depicts the 
number of vehicles available each day throughout 
November, beginning on November 11, 2013 from 

UN OCHA’s Logistics Information About In-Kind 
Relief Aid (LogIK) records. The table includes the 
number of vehicles decided by certain dates and 
their status categories (i.e., dispatched, committed, 
delivered) as of December 8, 2013.

Table 6. Vehicle Information Update after Typhoon Haiyan 
between 11/8/2013 and 11/13/2013 from LogIK Entries

Date Number of Vehicles 
Dispatched

Number of Vehicles 
Committed 

Number of Vehicles 
Delivered by 

Total Number 
of Vehicles

11/11/2013 1 4 13 18
11/12/2013 2 6 18 26
11/13/2013 3 9 33 45
11/14/2013 4 10 48 62
11/15/2013 4 11 54 69
11/16/2013 4 13 55 72
11/17/2013 4 15 60 79
11/18/2013 4 15 63 82
11/19/2013 5 15 68 88
11/20/2013 5 15 80 100
11/21/2013 5 16 83 104
11/22/2013 5 20 85 110
11/23/2013 5 20 85 110
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11/24/2013 5 20 86 111
11/25/2013 5 20 86 111
11/26/2013 5 20 88 113
11/27/2013 5 20 90 115
11/28/2013 5 20 90 115
11/29/2013 5 20 90 115
11/30/2013 5 20 90 115

In addition to vehicle information, we also explore 
data about the medical teams from WHO Health 
Cluster Reports. The PDF maps show the total num-
ber of foreign medical teams divided by city and ori-
gin of the medical team, starting November 15, 2013. 

Table 7 shows the number of foreign medical teams 
and their operational status. In this context, opera-
tional teams refer to medical teams that are actually 
seeing patients. Similar to infrastructure informa-
tion, updates on the medical teams are very scarce. 

Table 7. Medical Team Information Update after Typhoon Haiyan 
between 11/15/2013 and 11/30/2013 from WHO Health Cluster Reports

Date Standby in country / without 
destination (out-of country)

At Destination 
(not registered)

Operational teams 
(not registered)

Left Deployment 
(not registered)

11/15/13 6(0) 12(0) 10(0) 0
11/17/13 1(4) 14(0) 9 (0) 0
11/20/13 5(3) 10(0) 22 (0) 0
11/22/13 1(6) 2(0) 42 (0) 0
11/26/13 2(6) 0(2) 41(10) 1(1)
11/30/13 0(5) 0(2) 39(11) 6(3)

4.3 Lessons Learned: Challenges Faced During the Col-
lection Process and Potential Solutions

This case study enables us to better understand the 
current situation of real-time data, how data evolves, 
and to what extent real-time data is available. We be-
lieve that this valuable experience will inform and 
aid modelers in building improved models. This sec-
tion describes the challenges faced during our study, 
and recommendations for how these challenges can 
be addressed in the future (when possible) from an 
academic humanitarian logistics perspective.

Time-sensitive information

As information evolves after a disaster, some sourc-
es that commonly recur during separate disaster 
relief efforts do not retain their data for long peri-
ods of time. This generally depends on the estab-
lishment type and update type of the information 
outlet. Investigating retention time and update type 

of information outlets before the onset of a disaster 
can aid in gathering time-sensitive information. For 
instance, collection and analysis of data from re-
sources that have the tendency to retain their files 
longer can be postponed to later times depending on 
the ultimate goals of the data. If a researcher focuses 
on modeling the initial few days of the disaster, this 
approach might not work. However, if a researcher 
wants to model a later period, postponing collection 
of retained files can be beneficial, thus avoiding the 
trade-off between collection of time-sensitive infor-
mation and the prioritization of analysis. Addition-
ally, the format of the time-sensitive information 
provided by an outlet tends to be similar for each 
disaster. Familiarity with the data format can ease 
the data collection process. Moreover, some out-
lets, such as OSM, benefit from specifically search-
ing for a separate repository that might be linked to 
their wiki webpage. Accessing those repositories in 
the early days of the disaster response supports the 
smooth collection of time-sensitive data.
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Delays

The data on collapsed and damaged buildings did 
not begin to appear in Palo and Tacloban City until 
November 14, 2013, and in Guiuan until November 
19, 2013. Depending on the main objectives of the 
humanitarian agencies using the data, those dates 
might be too late. For example, from the perspective 
of search and rescue operations, receiving informa-
tion three days after a disaster may seem too late to 
assist most of the people trapped under buildings. 
However, people who were stranded but not direct-
ly impacted by the collapsed structures would likely 
still be alive during that particular time frame and 
could benefit from relief supplies.

Data explosion and information overload

With the emergence of technology and increasing 
number of humanitarian organizations, the amount 
of information available after a disaster is accelerat-
ing From the perspective of a humanitarian logistics 
research team, it is challenging to account for this 
information load in a timely manner. One major fac-
tor is a limited research workforce. The limited hu-
man resource capacity for information processing is a 
shared challenge across the humanitarian ecosystem 
and acutely experienced by field practitioners. The 
evolution and success of many digital humanitarian 
efforts is the harnessing of remote workforces, often 
through crowdsourcing and microtasking efforts. 
Based on this case study and our team’s experience, a 
possible solution for this issue is to recruit additional 
help in the data collection process whenever possible. 
Exploring collaborative opportunities with research 
teams and potentially practitioners to build a feasible 
and appropriate workforce to identify, filter, assign 
and prioritize humanitarian logistics datasets for 
modeling purposes may be a long-term goal. In the 
short term, future efforts might consist of two groups 
working in tandem on the data retrieval: one search-
ing for new sources and initializing their retrieval, 
while the other investigates whether to continue re-
trieving data from the identified sources or not.

Duplication

Further complications arose when we observed 
that several data sources were reposting data from 
other sources; for example, the NDRRMC situation 
reports were placed on both ReliefWeb.int and the 
NDRRMC site, in the case of Typhoon Haiyan. Ad-
ditionally, many updating files with recent time-

stamps appeared to be identical to older versions of 
the files. Recognizing the overlapping data segments 
between primary information outlets and aggrega-
tor information outlets early is a key point for re-
searchers. Furthermore, prior information about the 
expected update timeline and primary purpose of 
the information outlets can help resolve these issues. 
For example, if an information outlet is only focused 
on initial damage assessment, a researcher might 
stop downloading from this outlet a few weeks after 
a disaster to prevent any possible duplication.

Relevance

Some of the data retrieved was not as relevant to 
humanitarian logistics models as originally hoped. 
Identifying logistical content of an information outlet 
and prioritizing these outlets might be helpful in or-
ganizing the data collection process in the future. For 
example, seeking out resources, such as OSM and the 
Logistics Cluster, earlier in future disasters would be 
valuable, since the coordinates used in OSM provide 
information about the damaged structures. Addition-
ally, collaborating with and supporting these organi-
zations before disasters strike would help researchers 
to understand data relevance more clearly.

Compatibility

Even assuming file compatibility, problems might 
exist between perceptions of the sources and how 
the sources are developed. For example, when one 
data source is developed by people on the ground, 
and another source is developed by digital humani-
tarian mappers, conflicting information would have 
to have a system for prioritization. Such a system 
would also require the differentiation of information 
obtained from mappers versus on field personnel. 
Furthermore, the particular mapping techniques of 
various sources may differ. One information source 
may mark a singular section as damaged or impass-
able, whereas another source might tag the entire 
street. This discrepancy can cause major differences 
in routing decisions and make it challenging to com-
bine multiple resources to build a larger database.

Availability

Our data analysis shows that there is only informa-
tion for 5% of the roads that indicate some sort of 
damage to the road structure. This low level of in-
formation in the case of a high-impact disaster, with 
a high level of media coverage and a large amount 
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of data tracking efforts within the first few weeks of 
the typhoon, shows that the available information is 
not enough to integrate real-time data into models 
without putting efforts into adding accuracy mea-
sures and finding missing data. On the other hand, 
60% of the available building damage information 
also requires validity checks for source data.

The availability of data across regions change. Some 
locations receive more attention than others. In par-
ticular with the building data, Palo, Tacloban City, 
and Guiuan appear to receive more mapping than 
Ormoc or Cebu City. While some of this can be at-
tributed to proximity to the storm at the peak inten-
sity, looking at displacements suggests that more 
people were affected in Cebu and Iloilo than Gui-
uan, yet these regions were less mapped (Protection 
Cluster, 2013). Some of these variations in coverage 
may be due to the focus and collaboration of map-
ping activities with the online communities such 
as OSM, and need to be further explored. We also 
observe that most of the damage indicated by the 
data was for roads along the coast. A possible ex-
planation of this phenomena might be the presence 
of multiple medical teams close to the coast (World 
Health Organization, 2013), as well as UN On-Site 
Operations Coordination Centers having predomi-
nant locations along the coast (MapAction, 2013a). 
In addition, digital humanitarians assisting with up-
dating maps might more easily distinguish damage 
to a larger coastal road than to more crowded neigh-
borhood streets.

We recognize that numerous pieces of data from ag-
gregator outlets have citations to their primary in-
formation sources. However, availability of the un-
derlying raw data is frequently limited for a number 
of reasons. In addition, multiple primary informa-
tion outlets share PDF maps, yet the detailed infor-
mation about the infrastructure damage is challeng-
ing to obtain since the original core datasets from 
the primary source are infrequently cited or made 
available. This results in information loss.

Technological Status of Disaster-Affected Regions

The pre- and post-disaster states of the communica-
tion system play a significant role in the opportuni-
ties, limitations and gaps of the available data. No 
matter how technologically advanced a particular 
geographic area may be, gaps in telecommunication 
coverage in the post-disaster setting are often pres-
ent. Significant communication problems arose due 

to the destruction of power and communication lines 
in the Philippines soon after Typhoon Haiyan  (Pala-
tino, 2013).  Over a month after the onset, connecting 
with field teams within specific regions on a daily 
basis presented significant challenges, as exempli-
fied by “a survey undertaken in the affected com-
munity in Guiuan, which reconfirmed the need for 
clearer and more frequent communication between 
aid partners and affected communities”  (OCHA, 
2014).  Recognizing the damage sustained by re-
gional communication systems can help researchers 
understand the information flow and better explain 
missing data (completeness) for specific geographic 
regions and time periods. Absence of information 
flow from an area can also serve as a signal of sig-
nificant damage and imply increased needs for hu-
manitarian relief (i.e., demand).

5. CONCLUSION

This study introduces a framework for real-time 
humanitarian logistics data focused on use in math-
ematical models. We define a set of measures to 
assess the quality of the data and their applicabil-
ity to different disasters. Additionally, we provide 
modeling implications of data based on the pro-
posed framework and discuss how to measure the 
attributes listed in the framework. We then apply 
this framework to the data collected from Typhoon 
Haiyan and present an example of data sources clas-
sification based on proposed measures. We also pro-
vide an analysis of the data focused on the logistical 
content to inform modelers about the availability of 
logistical data, at least in the case of Typhoon Hai-
yan. The study describes how our humanitarian lo-
gistics team approached the emergence of data after 
the disaster and the challenges faced during the col-
lection process, as well as our observations.

The study shows that, even with accumulating in-
formation from different resources, real-time logisti-
cal information is very scarce. The analysis demon-
strates that only 5% of the infrastructure in Tacloban 
City has damage information. The number would 
be much less for other cities that did not receive 
as much attention as Tacloban City. We encourage 
researchers to design appropriate models that con-
sider this issue. The framework and its application 
illustrate what data is available to the team, when 
data is available, and how data changes after the di-
saster. It also provides direction about which data 
sources to search for a particular purpose after a di-
saster which would be beneficial in future disasters. 
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The information and observations included in this 
study are based only on one disaster, Typhoon Hai-
yan. Future experiences might differ based on mul-
tiple factors, such as the disaster type (e.g., complex 
emergency, man-made disaster), ICT environment, 
and involvement of organizations and affected 
populations. The information outlets described and 
analyzed in this work constitute only a subset of the 
available resources and focus on those with an Eng-
lish content and online availability. The description 
of organizations and digital humanitarian groups 
involved in information management and data shar-
ing is based upon a growing knowledge of our re-
search team and one that is a work in progress. Fur-
thermore, the classification provided in this paper is 
only one of the many possible ways, where other re-
searchers might approach the same data differently. 
The development of parameters to measure the at-
tributes of the framework is in its early stages. More 
work needs to be done to improve the measurement 
structure and customize it for specific purposes. 

To the best of our knowledge, this is the first study 
conducted by humanitarian logistics researchers fo-
cusing on the real-time data collection process in a 
post-disaster setting. It also presents a unique team 
approach that combines the expertise of both hu-
manitarian logistics researchers and a researcher 
with humanitarian practitioner experience. The data 
retrieval and aggregation process described in this 
paper would not have been possible to carry out in a 
timely fashion without the pre-existing relationships 
between researchers and humanitarian practitioners. 
Through comprehensive mathematical models built 
specifically for the emerging data sources, researchers 
can identify the most valuable and promising data for 
the purpose of more efficient humanitarian logistics 
operations, and ways to integrate this data into a de-
cision-making process. Ideally, validated humanitar-
ian logistic models developed based on near real-time 
data shared by humanitarian agencies should under-
go a series of iterative processes with practitioners to 
translate logistic models into relevant tools for field 
logisticians and agencies to assist in their operational 
activities. The study enlightens researchers about the 
availability of real-time data and its challenges. Addi-
tionally, it provides a ground work for the integration 
of real-time data into logistical models.

6. ACKNOWLEDGEMENTS

This work has been in part funded by the National 
Science Foundation, Grant CMMI-1265786: “Ad-

vancing Dynamic Relief Response: Integration of 
New Data Streams and Routing Models” and ac-
companying REU supplement, CMMI-1265786/001.

7. REFERENCES 

All Partners Access Network. (2013). Typhoon Haiyan response 
2013. Retrieved from https://community.apan.org/typhoon-
haiyan/p/map.aspx 

All Partners Access Network. (2014). Typhoon Haiyan commu-
nity. Retrieved from https://community.apan.org/typhoon-
haiyan/b/updates/archive/2013/11/09/typhoon-haiyan-com-
munity.aspx 

Altay, N., & Labonte, M. (2014). Challenges in humanitarian in-
formation management and exchange: Evidence from Haiti. 
Disasters, 38(s1), S50–S72.

Arvis, J. F., Saslavsky, D., Ojala, L., Shepherd, B., & Busch, C. 
(2014). Connecting to compete 2014, trade logistics in the 
global economy: The logistics performance index and its in-
dicators. Retrieved from http://lpi.worldbank.org/

Ashktorab, Z., Brown, C., Nandi, M., & Culotta, A. (2014). 
Tweedr: Mining twitter to inform disaster response. Proceed-
ings of ISCRAM 2014, Pennsylvania, USA. 

Bharosa, N., Appelman, J. A., Zanten, B. Van, & Zuurmond, A. 
(2009, May 10-13). Identifying and confirming information 
and system quality requirements for multi-agency disaster 
management. Proceedings of the 6th International Confer-
ence on Information Systems for Crisis Response and Man-
agement, Gothenborg, Sweden, ISCRAM.

Bogazici University, Earthquake Eng. Dept. (2002). Earthquake 
risk analysis of Istanbul metropolitan area (in Turkish). Bo-
gazici Universitesi Kandilli Rasathanesi ve Deprem Arastir-
ma Enstitusu, Istanbul, Turkey. 

Butler, D. (2013). Crowdsourcing goes mainstream in typhoon 
response. Nature, 20. Retrieved from http://www.nature.
com/index.html

Camp Coordination and Camp Management Cluster. (2014). 
Typhoon Haiyan (Yolanda) consolidated cluster briefs, 10 
March 2014. Retrieved from http://reliefweb.int/report/
philippines/typhoon-haiyan-yolanda-consolidated-clus-
ter-br

Copernicus Emergency Management System. (2014a). EMSR058: 
Typhoon in Philippines. Retrieved from http://emergency.
copernicus.eu/mapping/list-of-components/EMSR058 

Copernicus Emergency Management System. (2014b). What is 
Copernicus. Retrieved from http://emergency.copernicus.eu/
mapping/ems/what-copernicus 

Cordeiro, K. de F., Campos, M. L. M., & Borges, M. R. da S. 
(2014). Adaptive integration of information supporting deci-
sion making: A case on humanitarian logistic. Proceedings of 
ISCRAM 2014., Pennsylvania, USA. 

Crisis Mappers. (2014). Home. Retrieved from http://crisismap-
pers.net/  



Sokat, K. Y., Zhou, R., Dolinskaya, I., Smilowitz, K., Chan, J.: Capturing Real-Time Data in Disaster Response Logistics
ISSN: 1984-3046 • Journal of Operations and Supply Chain Management Volume 9 Number 1 p 23 – 5448

Day, J. M., Junglas, I., & Silva, L. (2009). Information flow im-
pediments in disaster relief supply chains. Journal of the As-
sociation for Information Systems, 10(8), 637-660.

DeLone, W. H., & McLean, E. R. (1992). Information systems suc-
cess: The quest for the dependent variable. Information Sys-
tems Research, 3(1), 60-95.

DeLone, W. H., & McLean, E. R. (2003). The DeLone and 
McLean model of information systems success: A ten-year 
update. Journal of Management Information Systems, 19(4), 
9-30.

Department of Social Welfare and Development. (2014). Reports 
and updates. Retrieved from http://disaster.dswd.gov.ph/
reports-and-updates/ 

Digital Humanitarian Network (2014). DHNetwork about. Re-
trieved from http://digitalhumanitarians.com/about 

Digital Humanitarian Network. (2014a). Esri disaster response 
program. Retrieved from http://digitalhumanitarians.com/
content/esri-disaster-response-program 

Digital Humanitarian Network. (2014b). Super Typhoon Haiyan. 
Retrieved from http://digitalhumanitarians.com/content/
super-typhoon-yolanda 

Dorasamy, M., Ramen, M., & Kaliannan, M. (2013). Knowledge 
management systems in support of disasters management: 
A two decade review. Technological Forecasting and Social 
Change, 80(9), 1834-1853.

Endsley, M. R. (1988, October). Design and evaluation for situa-
tion awareness enhancement. Proceedings of the human fac-
tors and ergonomics society annual meeting (Vol. 32, No. 2, 
pp. 97-101). SAGE Publications Santa Monica, CA 

Ergun, O., Karakus, G., Keskinocak, P., Swann, J., & Villarreal, M. 
(2010). Operations research to improve disaster supply chain 
management. Wiley Encyclopedia of Operations Research 
and Management Science, John Wiley & Sons, Hoboken, NJ. 

Ergun, Ö., Stamm, J. L. H., Keskinocak, P., & Swann, J. L. 
(2010). Waffle House Restaurants hurricane response: A 
case study. International Journal of Production Econom-
ics, 126(1), 111-120.

Environmental Systems Research Institute. (2014a). Cyclone Hai-
yan impact (MapServer). Retrieved from http://fema-dev.
esri.com/arcgis/rest/services/DisasterResponse/Cyclone_
Haiyan_Impact/MapServer 

Environmental Systems Research Institute. (2014b). Typhoon 
Haiyan/Yolanda maps. Retrieved from http://www.esri.com/
services/disaster-response

Federal Emergency Management Agency. (2010). The Federal 
Emergency Management Agency. Retrieved from https://
www.fema.gov/pdf/about/pub1.pdf 

Federal Emergency Management Agency. (2014a). Data feeds. 
Retrieved from: http://www.fema.gov/data-feeds on 12 Janu-
ary 2014. 

Federal Emergency Management Agency. (2014b). FEMA’s In-
ternational Programs & Activities. Retrieved from http://
www.fema.gov/femas-international-programs-activities 

Galton, A., & Worboys, M. (2011, May). An ontology of informa-
tion for emergency management. Proceedings of 8th Inter-
national Conference on Information Systems for Crisis Re-
sponse and Management, Lisbon, Portugal.

Geodata Converter. (2014). Vector. Retrieved from http://con-
verter.mygeodata.eu/vector 

Google Crisis Maps. (2014). Typhoon Yolanda relief map. Re-
trieved from http://google.org/crisismap/2013-yolanda 

Google Crisis Response. (2014). Tools for responders. Retrieved 
from https://www.google.org/crisisresponse/ 

Government of the Philippines. (2014). NDRRMC updates re 
effects of TY YOLANDA (HAIYAN) (as of 17 Apr 2014). 
National disaster risk reduction and management coun-
cil. Retrieved from http://reliefweb.int/report/philippines/
ndrrmc-updates-re-effects-ty-yolanda-haiyan-17-apr-2014 

Grünewald, F., & Binder, A. (2010) Inter-agency real time eval-
uation in Haiti: 3 Months after the earthquake. Plaisians, 
France: Groupe Urgence Réhabilitation Développement and 
Global Public Policy Institute.

Haavisto, I. (2014). Performance in humanitarian supply chains. 
Ekonomi och Samhälle/Economics and Society, No. 275, 
Hanken School of Economics, Helsinki, Finland. 

Haggarty, A., & Naidoo, S. (2008). Global symposium+5 final re-
port, information for humanitarian action. UNOCHA Global 
Symposium Secretariat. Palais des Nations 1211, Geneva, 
Switzerland. 

Hester, V., Shaw, A., & Biewald, L. (2010, December). Scalable 
crisis relief: Crowdsourced SMS translation and categoriza-
tion with Mission 4636. Proceedings of the first ACM Sympo-
sium on Computing for Development (p. 15), ACM, London, 
United Kingdom.

Howden, M. (2009), How humanitarian logistics information 
systems can improve humanitarian supply chains: A view 
from the field. Presented at 6th International ISCRAM Con-
ference, Gothenburg, Sweden. 

Huang, A., Ma, A., Schmidt, S., Xu, N., Zhang, B., Meineke, L., 
Shi, Z. E., Chan, J. & Dolinskaya, I. (2013). Integration of real 
time data in urban search and rescue center for the commer-
cialization of innovative transportation technology. Trans-
portation Center, Northwestern University. Retrieved from 
http://www.ccitt.northwestern.edu/documents/Integration_
of_real_time_data_in_urban _search_ and_rescue.pdf

Humanitarian Response. (2014a). About Humanitarian Re-
sponse. Retrieved from https://philippines.humanitarianre-
sponse.info/about 

Humanitarian Response. (2014b). Humanitarian Response 
COD-FOD Registry Philippines. Retrieved from https://
cod.humanitarianresponse.info/search/field_country_
region/164?search_api_vi ews_fulltext= 

Humanitarian Response. (2014c). Humanitarian Response Phil-
ippines. Retrieved from https://philippines.humanitarianre-
sponse.info/search/ 

Imran, M., Elbassuoni, S. M., Castillo, C., Diaz, F., & Meier, P. 
(2013). Extracting information nuggets from disaster-related 



Sokat, K. Y., Zhou, R., Dolinskaya, I., Smilowitz, K., Chan, J.: Capturing Real-Time Data in Disaster Response Logistics
ISSN: 1984-3046 • Journal of Operations and Supply Chain Management Volume 9 Number 1 p 23 – 5449

messages in social media. Proceedings of ISCRAM 2013, 
Baden-Baden, Germany.

Inter-Agency Standing Committee. (2010a). IASC guidelines 
Common Operational Datasets (CODs) in disaster pre-
paredness and response. Retrieved from https://www.
humanitarianresponse.info/system/files/documents/files/
iasc_guidelines_on_common_operational_datasets_in_di-
saster_preparedness_and_response_2010-11-01.pdf 

Inter-Agency Standing Committee. (2010b). IASC strategy, meet-
ing humanitarian challenges in urban areas. Retrieved from 
https://interagencystandingcommittee.org/meeting-humani-
tarian-challenges-urban-areas/documents-public/iasc-strate-
gy-meeting-humanitarian

Inter-Agency Standing Committee. (2012). Reference module 
for cluster coordination at the country level. Retrieved 
from https://www.humanitarianresponse.info/system/
files/documents/files/iasc-coordination-reference%20
module-en_0.pdf.

International Federation of Red Cross and Red Crescent Soci-
eties. (2013). World disasters report. Retrieved from http://
www.ifrc.org/en/publications-and-reports/world-disasters-
report/world-disasters-report-2013/ 

Jahre, M., & Jensen, L. M. (2010). Coordination in humanitarian 
logistics through clusters. International Journal of Physical 
Distribution & Logistics Management, 40(8/9), 657-674.

Kovács, G., & Spens, K. M. (2007). Humanitarian logistics in di-
saster relief operations. International Journal of Physical Dis-
tribution & Logistics Management, 37(2), 99-114.

L’Hermitte, C., Bowles, M., & Tatham, P. (2013). A new classifica-
tion model of disasters based on their logistics implications. 
11th ANZAM Operations, Supply Chain and Services Man-
agement Symposium (pp. 1-19), Brisbane, QLD, Australia. 

Li, J., Li, Q., Liu, C., Khan, S. U., & Ghani, N. (2014). Community-
based collaborative information system for emergency man-
agement. Computers & Operations Research, 42, 116-124. 

Limbu, M., Wang, D., Kauppinen, T., & Ortmann, J. (2012). Man-
agement of a crisis (MOAC) vocabulary specification. Re-
trieved from http://observedchange.com/moac/ns

Liu, N., & Ye, Y. (2014). Humanitarian logistics planning for 
natural disaster response with Bayesian information up-
dates. Journal of Industrial and Management Optimiza-
tion, 10(3), 665-689.

Logistics Cluster. About the Logistics Cluster. Retrieved from 
http://www.logcluster.org/logistics-cluster 

Logistics Information about In-Kind. (2014a). About LogIK. Re-
trieved from http://logik.unocha.org/SitePages/about.aspx 

Logistics Information about In-Kind. (2014b). Logistics Infor-
mation about In-Kind relief detailed report. Retrieved from 
http://logik.unocha.org/SitePages/DetailedReportAdmin.
aspx?soid=2,3 

De la Torre, L.E., Dolinskaya, I. S., & Smilowitz, K. R. (2012). Di-
saster relief routing: Integrating research and practice. Socio-
economic Planning Sciences, 46(1), 88-97. 

Manso, M., & Manso, B. (2012). The role of social media in cri-
sis: A European holistic approach to the adoption of online 
and mobile communications in crisis response and search 
and rescue efforts. Proceedings of the 17th International 
Command & Control Research & Technology Symposium, 
Virgina, USA. Retrieved from http://www.dodccrp.org/
events/17th_iccrts_2012/papers/007.pdf

MapAction. (2013a). MA029 Philippines Typhoon Haiyan 
(Yolanda) 3W Overview (21-Nov-2013). Retrieved from 
http://www.humanitarianresponse.info/operations/phil-
ippines/infographic/ma029-philippines-typhoon-haiyan-
yolanda-3w-oveview-21-nov-2013 

MapAction. (2013b). Typhoon Haiyan update. Retrieved from 
http://www.mapaction.org/more-news/385-typhoon-hai-
yan-update.html 

MapAction. (2014). MapAction home page. Retrieved from 
http://www.mapaction.org/ 

Munro, R. (2013). Crowdsourcing and the crisis-affected com-
munity. Info Retrieval, 16(2), 210-266. 

National Disaster Risk Reduction and Management Council. 
(2014). NDRRMC home page. Retrieved from http://www.
ndrrmc.gov.ph 

Open Street Map. Humanitarian OSM Team. Retrieved from http://
wiki.openstreetmap.org/wiki/Humanitarian_ OSM_Team 

Open Street Map. (2014a). Index of Haiyan. Retrieved from 
http://labs.geofabrik.de/haiyan/ 

Open Street Map. (2014b). Some editing stats from the Typhoon 
Haiyan response. Retrieved from http://hot.openstreetmap.
org/updates/2014-01-14-some-editing-stats-from-the-ty-
phoon-haiyan-response 

Open Street Map (2014c). Typhoon Haiyan. Retrieved from 
http://wiki.osm.org/wiki/Typhoon_Haiyan 

Ortmann, J., Limbu, M., Wang, D., & Kauppinen, T. (2011, Octo-
ber). Crowdsourcing linked open data for disaster manage-
ment. Proceedings of the Terra Cognita Workshop on Founda-
tions, Technologies and Applications of the Geospatial Web in 
conjunction with the ISWC (pp. 11-22), Bonn, Germany.

Ortuño, M. T., Cristóbal, P., Ferrer, J. M., Martín-Campo, F. J., 
Muñoz, S., Tirado, G., & Vitoriano, B. (2013). Decision aid 
models and systems for humanitarian logistics. A survey. In: 
Vitoriano B, Montero J, Ruan D (eds) Decision aid models for 
disaster management and emergencies (pp. 17-44). Atlantis 
Press, Springer Business + Science Media, New York, NY

Özdamar, L., & Ertem, M. A. (2015). Models, solutions and en-
abling technologies in humanitarian logistics. European 
Journal of Operational Research, 244(1), 55-65.

Palatino, M. (2013, November 13). Lessons from the Haiyan Ty-
phoon Tragedy. The Diplomat. Retrieved from http://thediplo-
mat.com/2013/11/lessons-from-the-haiyan-typhoon-tragedy/

Palen, L., Anderson, K. M., Mark, G., Martin, J., Sicker, D., Palm-
er, M., & Grunwald, D. (2010). A vision for technology-medi-
ated support for public participation and assistance in mass 
emergencies and disasters. Proceedings of ACM-BCS Visions 
of Computer Science 2010, Swinton, UK. 



Sokat, K. Y., Zhou, R., Dolinskaya, I., Smilowitz, K., Chan, J.: Capturing Real-Time Data in Disaster Response Logistics
ISSN: 1984-3046 • Journal of Operations and Supply Chain Management Volume 9 Number 1 p 23 – 5450

In: Proceedings of the 2010 ACM-BCS Visions of Computer Sci-
ence Conference (Edinburgh, United Kingdom, April 14 – 16, 
2010). ACM-BCS Visions of Computer Science, British Com-
puter Society, Swinton, UK, 1-12.

Petter, S., DeLone, W., & McLean, E. (2008). Measuring informa-
tion systems success: Models, dimensions, measures, and 
interrelationships. European Journal of Information Sys-
tems, 17(3), 236-263.

Presidential Management Staff, Presidential Communications 
Development & Strategic Planning Office. (2014, April 24). 
Infographic: Timeline of government actions in response 
to Typhoon Haiyan. Official Gazette. Retrieved from http://
www.gov.ph/2014/04/24/infographic-timeline-of-govern-
ment-actions-in-response-to-typhoon-haiyan/

Protection Cluster (2013). Protection Cluster displacement and 
3W map. Retrieved from http://www.humanitarianresponse.
info/operatio ns/philippines/infographic/protection-cluster-
displacement-and-3w-map 

Purohit, H., Castillo, C., Diaz, F., Sheth, A., & Meier, P. (2013). 
Emergency-relief coordination on social media: Automatically 
matching resource requests and offers. First Monday, 19(1).

Red Cross. (2014). Typhoon Haiyan mapfolio. Retrieved from 
http://americanredcross.github.io/haiyan_mapfolio/ 

ReliefWeb. (2014). ReliefWeb about page. Retrieved from http://
reliefweb.int/about 

Sangiamkul, E., & Hillegersberg, J. van. (2011, May 8-11). Re-
search directions in information systems for humanitarian 
logistics. 8th International Conference on Information Sys-
tems for Crisis Response and Management, ISCRAM, Lis-
bon, Portugal.

Sarcevic, A., Palen, L., White, J., Starbird, K., Bagdouri, M., & An-
derson, K. (2012, February). Beacons of hope in decentralized 
coordination: Learning from on-the-ground medical twitter-
ers during the 2010 Haiti earthquake. Proceedings of the 
ACM 2012 Conference on Computer Supported Cooperative 
Work (pp. 47-56), ACM, New York, USA. 

Scott, N., & Batchelor, S. (2013). Real time monitoring in disas-
ters. IDS Bulletin, 44(2), 122-134.

Sheu, J. B. (2010). Dynamic relief-demand management for emer-
gency logistics operations under large-scale disasters. Trans-
portation Research Part E: Logistics and Transportation Re-
view, 46(1), 1-17. 

Tatham, P., L’Hermitte, C., Spens, K., & Kovács, G. (2013). Hu-
manitarian logistics: Development of an improved disaster 
classification framework. The 11th ANZAM Operations, 
Supply Chain and Services Management Symposium (pp. 
1-10), Brisbane, QLD, Australia..

Tatham, P., & Spens, K. (2011). Towards a humanitarian logistics 
knowledge management system. Disaster Prevention and 
Management, 20(1), 6-26. 

Teran, J. (2014). Measuring the quality of humanitarian data: 
An emerging framework. Retrieved from http://docs.hdx.
rwlabs.org/measuring-the-quality-of-humanitarian-data-an-
emerging-framework/#comments

The National Oceanic and Atmospheric Administration. (2013, 
November 21). NWS Director Uccellini speaks on CNN 
about Typhoon Haiyan and climate change. Retrieved 
from http://www.nws.noaa.gov/com/weatherreadynation/
news/131121_louis.html

United Nations Foundation. (2011). Disaster relief 2.0: The fu-
ture of information sharing in humanitarian emergency. 
Retrieved from http://www.unfoundation.org/what-we-do/
legacy-of-impact/technology/disaster-report.html  

United Nations Institute for Training and Research. (2013). UN-
OSAT. Retrieved from http://www.unitar.org/unosat/ United 
Nations Office for Coordination of Humanitarian Affairs. 
(2002). Symposium on best practices in humanitarian infor-
mation exchange. Palais des Nations, Geneva, Switzerland.

United Nations Office of Coordination of Humanitarian Affairs. 
(2013a). Developing humanitarian data standards: An intro-
duction and plan for 2014. Retrieved from http://docs.hdx.
rwlabs.org/wp-content/uploads/HXL_Paper-forsite.pdf  

United Nations Office for the Coordination of Humanitarian Affairs. 
(2013b). Governmental contact list: Region VI (Western Visayas). 
Retrieved from https://philippines.humanitarianresponse.info/
document/government-contact-list-region-vi-western-visayas 

United Nations Office of Coordination of Humanitarian Affairs. 
(2013c). Humanitarian data exchange. Retrievde from http://
docs.hdx.rwlabs.org/wp-content/uploads/HDX-Project-Doc-
ument-abridged.pdf 

United Nations Office of Coordination of Humanitarian Affairs. 
(2013d, November 8). Philippines: Super Typhoon Haiyan 
makes landfall, UN and humanitarian community on high-
alert. Retrieved from http://www.unocha.org/roap/top-sto-
ries/philippines-super-typhoon-haiyan-makes-landfall-un-
and-humanitarian-community-high-alerton 

United Nations Office of Coordination of Humanitarian Affairs. 
(2014b). HDX quality assurance framework. Retrieved from 
http://docs.hdx.rwlabs.org/wp-content/uploads/HDX_Qual-
ity_Assurance_Framework_ Draft.pdf 

United Nations Office of Coordination of Humanitarian Affairs. 
(2014c). Information management. Retrieved from http://www.
unocha.org/what-we-do/information-management/overview 

United Nations Office of Coordination of Humanitarian Af-
fairs. (2014d). What is UNDAC? Retrieved from http://www.
unocha.org/what-we-do/coordination-tools/undac/overview 

United Nations Office of Coordination of Humanitarian Affairs. 
(2014e). Who we are. Retrieved from http://www.unocha.
org/about-us/who-we-are 

Vaillancourt, A. (2013). Government decentralization and disas-
ter impact, an exploratory study. Retrieved from http://www.
buildresilience.org/2013/proceedings/files/papers/352.pdf 

Velev, D., & Zlateva, P (2012). Use of social media in natural di-
saster management. International Proceedings of Economic 
Development and Research, 39, 41-45. 

Volontaires Internationaux en Soutien aux Opérations Virtuelles. 
(2014a). About us. Retrieved from https://haiyan.crowdmap.
com/page/index/1 



Sokat, K. Y., Zhou, R., Dolinskaya, I., Smilowitz, K., Chan, J.: Capturing Real-Time Data in Disaster Response Logistics
ISSN: 1984-3046 • Journal of Operations and Supply Chain Management Volume 9 Number 1 p 23 – 5451

Volontaires Internationaux en Soutien aux Opérations Virtu-
elles. (2014c). Retrieved from http://visov.org 

World Food Programme. (2014a). About. Retrieved from http://
www.wfp.org/about 

World Food Programme. (2014b). Food aid information system. 
Retrieved from http://www.wfp.org/fais/ 

World Food Programme Office of Evaluation, United Nations 
Children’s Fund Evaluation Office, & the Ministry of For-
eign Affairs, Policy and Operations Evaluation Department, 
Netherlands. (2012). Joint evaluation of the global logistics 
cluster. Retrieved from http://documents.wfp.org/stellent/
groups/public/documents/reports/wfp251775.pdf

World Health Organization. (2013). Foreign medical teams in 
Tacloban City. Retrieved from http://www.humanitarian-
response.info/operatio ns/philippines/infographic/foreign-
medical-teams-tacloban-city 

Yi, W., & Özdamar, L. (2007). A dynamic logistics coordination 
model for evacuation and support in disaster response ac-
tivities. European Journal of Operational Research, 179(3), 
1177-1193. 

Appendix

A.1 Original Information Outlets

Logistics Cluster 

Logistics Cluster, created by OCHA, aids the coop-
eration of groups of humanitarian organizations. 
World Food Programme (WFP, 2014a) is the lead 
agency as appointed by the IASC (WFP, UNICEF 
& Ministry of Foreign Affairs, Netherlands, 2012). 
Common types of datasets are maps, meeting min-
utes, and situation updates. Logistics Cluster main-
tains maps that detail infrastructure data such as op-
erations access constraints and general operations. 
The meeting minutes from the Coordination – Roads 
Transport – Sea and Rivers Transport Group include 
information about the road conditions. These almost 
daily meeting notes start from November 11, 2013. 
The situation updates also provide information 
about various types of transportation channel avail-
ability including the overland transport. These up-
dates start on November 14, 2013, with limited data 
about the road conditions. Most of Logistics Clus-
ter’s files found during the case study comprise of 
portable data formats (PDF).

LogIK 

LogIK, or Logistics Information about In-Kind 
Relief, is a global online database maintained by 
OCHA (LogIK, 2014a). LogIK provides detailed re-

ports in PDF or XLS format of supply operations, 
with three categories of data: relief items, transports 
and contributions. The database reflects reported 
international/regional humanitarian contributions 
of relief items. Within these categories, LogIK offers 
information such as supplier information, destina-
tion, and quantity (Logik, 2014b). Specifically, the 
relief items section includes data about donated 
item types (e.g., blankets, tents and emergency kits), 
quantity, senders and other. The contributions sec-
tion provides the decision date and dollar value of 
the contributions. The transport section contains 
information about vehicles provided from different 
organizations by air, road and sea. This information 
source may be of higher reliability because its source 
data originates from donors affiliated with the Unit-
ed Nations Office (UN). The information in LogIK is 
updated daily.

HOT 

The Humanitarian OpenStreetMap Team (HOT) is 
a volunteer-based community formed within the 
larger OpenStreetMap community that has emerged 
as a pivotal provider and platform for data in hu-
manitarian operations by providing open source 
data The data placed into OSM by volunteers con-
tinues to increase its scope and accuracy with ris-
ing numbers of users verifying information in more 
locations. OSM furthermore contributes to the large 
growth in information in post-disaster operations by 
frequently updating geographic data, sometimes ev-
ery minute (OSM, “Typhoon Haiyan”). OpenStreet-
Map globe data takes several gigabytes, so specific 
repositories exist for disasters such as Haiyan (OSM, 
2014a). While the “history” feature of the OSM helps 
to see the previous actions, space limitations tend to 
prompt these repositories to update at longer inter-
vals and not retain many previous updates. The ini-
tial OSM updates for Typhoon Haiyan date back to 
November 7, 2013 since the HOT team was called 
by OCHA to start mapping the region a day before 
the typhoon touchdown The basic street maps of the 
cities of Port-Au-Prince and Carrefour provided by 
OpenStreetMap (2014b) in about 48 hours following 
the previous crises were claimed to be the best avail-
able maps , “Some editing stats”.

MapAction 

MapAction is a non-governmental organization that 
produces maps for the humanitarian crisis. From 
November 13, 2013 to January 17, 2014, they pro-
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vided maps in JPEG and PDF formats of affected 
areas, along with information on the populations, 
road conditions, coordination (cluster activities 
by location), shelters and others. The main type of 
MapAction maps seem to be “Who, What, Where” 
maps that exhibit the locations of organizations. Ma-
pAction compiles data from several sources such as 
OCHA and NDRRMC for different cities, and each 
map is accompanied by a summary. A lag appears 
to exist between the report date and the update time; 
however, MapAction directs its users to Humani-
tarian Response (2014a) Philippines portal for pri-
mary MapAction maps (MapAction, 2014). Similar 
to OSM, MapAction was also present in the Philip-
pines before the typhoon hit (MapAction, 2013b).

Copernicus EMS 

CEMS (Copernicus Emergency Management Sys-
tem, 2014b), maintained by the European Com-
mission, “monitors and forecasts the state of the 
environment on land, sea and in the atmosphere, 
in order to support climate change mitigation and 
adaptation strategies, the efficient management 
of emergency situations and the improvement of 
the security of every citizen” The website appears 
to present these maps, which seem to run between 
November 9, 2013 to November 18, 2013, in numer-
ous formats and resolutions for over a year after the 
disaster (CEMS, 2014a). Moreover, while CEMS is 
claimed to have published some of the best pre- and 
post-event analysis images in the first 36 hours of 
the Haiyan’s landfall , the website appears to make 
only a few updates publicly once the initial assess-
ment occurs.

ESRI 

Environmental Systems Research Institute (ESRI) 
holds data from the US Government on infrastruc-
tural damage. The ESRI Disaster Response Program 
supports organizations responding to disaster. 
They provide “software, data coordination, techni-
cal support, and other GIS assistance to organiza-
tions” (DHN, 2014a). In this case study, similar to 
CEMS, these files appear to consist of initial damage 
assessments. They supported the Typhoon Haiyan 
response by providing an ESRI platform for pub-
licly licensed imagery after the event, and have sup-
ported other disasters (ESRI, 2014a). ESRI was one of 
the organizations that responded to the OCHA call 
for volunteers as part of the DHN. After Typhoon 
Haiyan, ESRI collaborated with the digital volun-

teer mapping groups such as Standby Taskforce 
and GISCorps to process social media reports and 
provide interactive maps (ESRI, 2014b). The website 
also provides maps from other groups such as Ma-
pAction and OSM. The Haiyan maps start from No-
vember 8, 2013 and were last updated on November 
25, 2013 (as of March 2014).

UNITAR - UNOSAT 

United Nations Institute for Training and Research’s 
(UNITAR) Operational Satellite Applications Pro-
gramme (UNOSAT) is a satellite program that pro-
vides “solutions to relief and development organiza-
tions within and outside the UN system to help make 
a difference in critical areas such as humanitarian 
relief” (UNITAR, 2013). The satellite images appear 
to allow digital mapping volunteers to contribute to 
changing sources, such as OSM, and often remain 
available for several years. Daily maps illustrating 
brief overviews of satellite-detected areas of de-
stroyed and possibly damaged structures of different 
areas of Philippines are provided from November 11, 
2013 to November 20, 2013. While the first few are 
presented only in PDF format, the rest are also of-
fered in Shapefile and ESRI’s geodatabase format.

VISOV 

The goal of Volontaires Internationaux en Soutien 
aux Opérations Virtuelles (2014a) or International 
Volunteers in Support of Virtual Operations (VISOV) 
“is to help coordinate disaster responses with those 
of emergency organizations (formal or humanitar-
ian) via digital spaces on which they organize and 
communicate” (VISOV, 2014c). VISOV appears to 
openly share and maintain its datasets on the web-
site, possibly due to its intention to “become a tool 
in the hands of local communities” These datasets 
contain relevant tweets and map tags to estimate the 
road damage and relief progression VISOV datasets 
in particular include information such as the type of 
damage, description of the damage, geographical lo-
cation, and time of notification. The data is available 
in the comma separated value (CSV) and keyhole 
markup language (KML) format from November 11, 
2013 to December 3, 2013.

NDRRMC 

NDRRMC, a governmental agency of the Philip-
pines, develops detailed situation reports used by 
many mapping efforts and other situational reports 
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(NDRRMC, 2014). These PDF reports include infor-
mation about situation overviews, causalities, af-
fected populations, damaged houses, status of roads 
and bridges, standees, prepositioned and deployed 
assets/resources, cost of assistance, cost of damages, 
status of lifelines (both power and network out-
age), and emergency management. The status of the 
roads and bridges demonstrates the damaged areas, 
declares if the roads are passable and adds remarks 
such as closing reasons or efforts made to make the 
roads passable. The level of detail includes even 
missing persons’ names, as well as the coordination 
efforts (involvement of different governmental and 
international agencies and humanitarian groups). 
These reports were initiated immediately after Hai-
yan on November 8, 2013. NDRRMC retains the sit-
uational reports during the recovery operations and 
appears to archive a large number of files.

DSWD 

The Department of Social Welfare and Development 
(DSWD) appears to play a similar role to NDRRMC. 
However, it seems to focus on breaking down the in-
formation on citizens by geographic regions, as well 
as statuses within each region such as the number of 
families in each evacuation center (DSWD, 2014). For 
the Typhoon Haiyan, DSWD frequently publishes ef-
fect, service and intervention reports from November 
8, 2013 to December 12, 2013. Viewing previous di-
sasters suggests that DSWD also retains its reports for 
several months after the onset of the disaster.

A.2 Information Aggregation Outlets

Humanitarian Response 

Humanitarian Response, maintained by OCHA, 
“aims to be the central website for Information Man-
agement tools and services” It appears to compile 
files from OCHA sectors (Logistics Cluster, Edu-
cation Cluster, Protection Cluster, etc.), and other 
groups such as the Canadian Red Cross, Logistics 
Cluster, MapAction and OSM. The Humanitarian 
Response website possesses a large number of files, 
retaining information from several past operations. 
The outlet provides numerous file filters such as 
content and data source, and within each filter, mul-
tiple items may be selected. Humanitarian Response 
also maintains a registry of common operational 
datasets and fundamental operational datasets that 
often contains files with numerical data, which it 
claims “should represent the best available datasets 

for each theme” (Humanitarian Response, 2014b). 
The relevant data starts from as early as the moment 
Typhoon Haiyan hit, and new information is still be-
ing uploaded months after the event.

ReliefWeb

As with Humanitarian Response, OCHA maintains 
the ReliefWeb website. ReliefWeb appears to differ 
from Humanitarian Response in that it provides 
files, from situation reports to maps, from a broad 
range of sources and topics, not focusing on infor-
mation management to the extent that Humanitar-
ian Response does. ReliefWeb may be effective for 
identifying primary sources, since it “collects, up-
dates and analyzes from more than 4,000 global in-
formation sources” (ReliefWeb, 2014). Alternatively, 
ReliefWeb may help narrow which sources’ files do 
not need to be captured right away since it appears 
to contain most of the files from each source and re-
tains them long after relief operations. The OCHA-
sourced information about Typhoon Haiyan is di-
rectly linked to the ReliefWeb website on the OCHA 
website. The ReliefWeb page for Typhoon Haiyan 
was activated on November 8, 2013 and different 
updates are still being uploaded, as of March 2014.

APAN 

All Partners Access Network (APAN) functions sim-
ilarly to ReliefWeb and Humanitarian Response, but 
differs mainly in that users upload the files them-
selves and that the specific page for Typhoon Hai-
yan is reactionary (APAN, 2013). User uploaded files 
allow for the identification of reactionary sources 
that may be overlooked in the expansive collection 
of ReliefWeb and Humanitarian Response sources. 
However, user uploading tends to lack consistency 
in uploading files from any given primary source, so 
using APAN as a data retrieval site may be problem-
atic. In contrast, users may sometimes upload files 
not on a given website but derived from nonpublic 
datasets, e.g., insurance industry datasets. APAN 
amalgamates maps, briefs, reports from a variety of 
different organizations, agencies and groups from 
November 10, 2013 to January 7, 2014. The commu-
nity for Typhoon Haiyan provides a link to an ESRI 
map (APAN, 2014).

Red Crescent Societies (BRC, ARC)

The Red Crescent Societies do not appear to put out 
files as an overarching system of organizations; rath-
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er some individual Red Cross societies may choose 
to do so on their own. In this case, a collaboration 
between the American Red Cross and British Red 
Cross (Red Cross, 2014) makes available numerous 
maps throughout the disaster recovery efforts us-
ing various data sources. Since the map files spec-
ify what data sources each map employs, they may 
be used to locate the primary sources that contain 
the desired raw data. Moreover, the maps seem to 
specify the exact file, e.g., report number, from the 
source, allowing for direct retrieval of specific data. 
The Red Cross also provides reports about damage 
assessments, affected people, shelter, etc. They col-
lect information from a variety of resources, such as 
OSM, UNITAR-UNOSAT, and ReliefWeb.

Google Crisis Maps

Google Crisis Maps, one of the tools of Google 
Crises Response Group crowdsources data not 

only within its self-produced facility locations 
files, but also provides options to access files 
from sources such as Waze, a traffic mapping ap-
plication, and CNES/Astrium, which provides 
satellite imagery (Google Crisis Maps, 2014). In 
particular, the self-produced map from Google 
Crisis Maps plays a role as infrastructure data. 
However, the facilities that Google Crisis Maps 
display appear to remain relatively constant 
at each map, so frequent downloads may not 
be necessary depending on the goals. The map 
shows damaged areas, their severity, evacuation 
centers, and relief drop zone areas. When color 
coding the damaged areas, the map shows the 
data as aggregated chunks. However, it is not al-
ways clear if this means that the roads to those 
areas or the roads within that area are closed or 
not; and more detailed explanation about classi-
fication of damages might be useful.


