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When a decision analyst desires a sensitivity analysis on model parameters that are estimated from data, a natural approach is to vary each parameter within one or two standard errors of its estimate. This approach can be problematic if parameter estimates are correlated or if model structure does not permit obvious standard error estimates. Both of these difficulties can occur when the analysis of time-to-event data—known as survival analysis—plays a significant role in the decision analysis. We suggest that in this situation, a large-sample approximate multivariate normal Bayesian posterior distribution can be fruitfully used to guide either a traditional threshold proximity sensitivity analysis, or a probabilistic sensitivity analysis. The existence of such a large-sample approximation is guaranteed by the so-called Bayesian central limit theorem. We work out the details of this general proposal for a two-parameter cure-rate model, used in survival analysis. We apply our results to conduct both traditional and probabilistic sensitivity analyses for a recently published decision analysis of tamoxifen use for the prevention of breast cancer.
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1. Introduction

In a decision analysis, it is standard practice to perform sensitivity analyses on parameter estimates. When an analyst uses data to estimate an individual parameter such as a probability, the accompanying standard error can be used to guide the sensitivity analysis. The analyst may, for example, vary the parameter within one or two standard errors of its estimate. However, for more sophisticated models, an entire parameter vector may be estimated by such techniques as maximum likelihood. Due to the nature of the likelihood functions for these models, parameter estimates rarely take the simple form of an estimate with associated standard error. Moreover, parameter estimates may be correlated, in which case it does not make sense to vary them individually in a sensitivity analysis. How, then, should an analyst go about structuring a sensitivity analysis?

It is useful to discuss these difficulties in Bayesian terms. If a Bayesian posterior distribution on parameters given data is available, it would be natural to conduct a sensitivity analysis by varying parameters within high-probability regions of the posterior, or to sample from the posterior distribution in a probabilistic sensitivity analysis (see below). Unfortunately, model parameters may not be independent a posteriori, so it is not valid to use marginal distributions to conduct a multiway sensitivity analysis. Instead, one must sample from the multivariate posterior, or use it to determine a high-probability region. The difficulty of the latter tasks is heightened when, as is often the case, the posterior distribution has no closed form.

One approach to address these issues has been available for some time in the statistical literature—the so-called Bayesian central limit theorem (DeGroot 1968, Sen 1994), which states that for sufficiently large sample sizes, posterior distributions given data are approximately multivariate normal. Drawing samples from a multivariate normal distribution is relatively easy, and finding high-probability regions is straightforward. Using an approximate multivariate normal posterior to guide a sensitivity analysis is therefore an...
attractive option, one that has not, to our knowledge, been applied in the decision analysis literature.

The purpose of this paper is to work out the details of this approach for a particular survival analysis model, the cure-rate model (Ibrahim et al. 2001). Survival analysis—the analysis of time-to-event data—has seen widespread application in engineering, economics, public health, biology, and medicine. The parameters of the cure-rate model are the probability that the failure mode of concern has been eliminated (“cured”) and one or more parameters for the failure time distribution, assuming the failure mode is still present. When the failure-time distribution is exponential, the model is a simple Markov chain, and may be readily incorporated into larger Markov models. Due to data censoring, which is inevitable for survival models, the posterior distribution given failure time data has no closed form. Moreover, parameters may be highly correlated a posteriori. However, as we show, these difficulties may be bypassed because, by the Bayesian central limit theorem, the posterior distribution of these parameters is approximately multivariate normal for large sample sizes.

In this article, we address both traditional and probabilistic sensitivity analyses for the two-parameter cure-rate model with exponential failure-time distribution, or for larger models that incorporate it. We conclude this introduction below with a discussion of these types of sensitivity analysis. The remainder of the paper is organized as follows: We present specifics of the cure-rate model in §2. In §3 we describe the use of large-sample approximate normal posteriors for sensitivity analysis on cure-rate parameters. Finally, in §4 we present illustrative sensitivity analyses for a published decision analysis of tamoxifen to prevent breast cancer. We conduct a probabilistic sensitivity analysis and a one-way sensitivity analysis for a cancer survival component, and we also do an overall probabilistic sensitivity analysis for the model. Although the illustrations we present throughout arise in medical decision analysis, these methods can be used in arbitrary applications of survival models.

**Sensitivity Analysis**

Two types of post hoc sensitivity analysis are practiced in the decision analysis community. In a traditional threshold-proximity sensitivity analysis, once one has determined the optimal policy corresponding to one’s best estimate of parameter values, one then varies parameter values across a reasonable range and observes whether any policy changes result. If policy changes occur only for parameter values far from one’s best estimates, then one can feel confident in recommending the optimal policy. Otherwise, it may be necessary to improve estimates by collecting more data, or resign oneself that the optimal policy is a “close call.”

In a probabilistic sensitivity analysis (Doubilet et al. 1985, Critchfield and Willard 1986), the analyst assigns probability distributions to uncertain parameters and can thereby compute or estimate as a measure of robustness the probability of a change in the optimal alternative due to variation in an arbitrary number of parameters, or alternately, the expected value of perfect information regarding any set of parameters.

Probabilistic sensitivity analysis is popular in the medical decision analysis community. The *Guide to the Methods of Technology Appraisal* (2004) published by Britain’s National Institute of Clinical Excellence states that “[p]robabilistic sensitivity analysis should be conducted on models to reflect the combined implications of uncertainty in parameters” (p. 26). The International Society for Pharmaceutical and Outcomes Research Task Force on Good Research Practices policy is that “[s]pecification of probability distributions for input parameters based on sampling uncertainty and/or between-study variations may be incorporated into formal probabilistic sensitivity analysis” (Weinstein et al. 2003, p. 13). The *Guidelines for Economic Evaluation of Pharmaceuticals: Canada* (1997) recommends probabilistic sensitivity analysis for situations in which “there is the possibility of important variation in the cost-effectiveness ratios or suspicion of the interdependence of variables” (p. 48).

In this article, we address both threshold proximity and probabilistic sensitivity analyses. Our approach is explicitly Bayesian, that is, we treat the cure-rate parameters as uncertain quantities, and compute approximately normal posterior distributions given survival data. We use these distributions to conduct both threshold-proximity and probabilistic sensitivity analyses.

**2. The Cure-Rate Model**

Figure 1 shows a generic cure-rate model formulated as a stochastic tree (Hazen 1992, 1993, 2002). This
model assumes that intervention to address a failure mode of concern leads in the short term to either successful removal (or cure) of the failure mode with probability \( p \), or that the failure mode remains with probability \( 1 - p \). Whether the failure mode remains active is unobserved unless failure occurs later, and the failure rate if the mode is active is \( \mu \). The advantage of such a simple model is its easy formulation as a Markov chain, and the simplicity of incorporating it into larger decision analysis models.

In the cure-rate model, the survival function \( S(t) \), equal to the probability of no failure for at least duration \( t \), is given by

\[
S(t) = p + (1 - p)e^{-\mu t}
\]

and is graphed in Figure 2. It slopes downward from 1 and has asymptote equal to the probability \( p \) of cure.

**Parameter Estimation**

Survival data typically involves censoring, in which the failure time of a unit remains unobserved due to mechanisms independent of the failure occurs later, and the failure rate if the mode is active is \( \mu \). The advantage of such a simple model is its easy formulation as a Markov chain, and the simplicity of incorporating it into larger decision analysis models.

In the cure-rate model, the survival function \( S(t) \), equal to the probability of no failure for at least duration \( t \), is given by

\[
S(t) = p + (1 - p)e^{-\mu t}
\]

and is graphed in Figure 2. It slopes downward from 1 and has asymptote equal to the probability \( p \) of cure.

In this model, if the true values of \( p \) and \( \mu \) satisfy \( 0 < p < 1 \) and \( \mu > 0 \), then the maximum-likelihood estimates (MLEs) are consistent, i.e., they converge to the real parameters as sample size approaches infinity (DeGroot 1968, Sen 1994). Due to the awkward form of the likelihood function, there is no simple formula for MLEs, which must be computed by nonlinear optimization methods.

**Example 1.** Table 1 shows breast cancer survival data for women 50–54 years of age from the National Cancer Institute’s Surveillance, Epidemiology and End Results (or SEER) database for the years 1990 to 2001.

Here, \( n_D = 2,101 \) and \( \bar{t}_D = 3.05 \). The MLE under the cure rate model is \((\hat{p}, \hat{\mu}) = (0.66, 0.084)\). The estimated survival function \( S(t) = \hat{p} + (1 - \hat{p})e^{-\hat{\mu} t} \) is graphed in Figure 3(a) along with the original SEER data.

**Example 2.** Figure 3(b) shows SEER endometrial cancer survival data from 1990 to 2001 for women.
Bayesian central limit theorem discussed in the introduction. The basic idea is to obtain an approximate posterior probability distribution for \((p, \mu)\) and use it to guide a sensitivity analysis.

**Bayesian Posterior Distribution of Parameters** \((p, \mu)\)

We treat the parameters \(p\) and \(\mu\) as random variables with specified prior distributions. If we assume uniform noninformative prior, then the posterior distribution of \((p, \mu)\) is proportional to the likelihood function. Therefore, the posterior density function of parameters \((p, \mu)\) given observed data is

\[
 f(p, \mu | \text{Obs}) \propto (1 - p)^{n_0} \mu^{n_0} e^{-\mu n_0 \bar{t}} \cdot \prod_{i: \text{subject } i \text{ censored}} (p + (1 - p)e^{-\mu t_i}). \tag{1}
\]

However, its awkward analytical form makes this posterior distribution difficult to use for sensitivity analysis. Due to the censoring terms in this distribution, \(p\) and \(\mu\) are correlated, and as we will see shortly, the correlation can be very high. Therefore, it is not advisable to vary each one independently in a one-way sensitivity analysis. However, to conduct a two-way sensitivity analysis, we need to form, say, a 95% credible region for \((p, \mu)\). The awkward form of the posterior distribution makes this inconvenient as well. Failing this, one can manually select a discrete set of points \((p, \mu)\) from a contour plot of the posterior distribution (Figure 4 below), an approach that may be adequate for some purposes.

There are analogous difficulties for probabilistic sensitivity analysis, where one would wish to generate random \((p, \mu)\) pairs from the posterior distribution. However, the awkward form of the posterior makes standard techniques difficult to apply. One possibility would be to use Markov chain Monte Carlo (MCMC) techniques. However, MCMC is inherently less robust than analytic statistical methods, and there are still many remaining issues about the behavior of existing methods in real applications (Gilks et al. 1996). Moreover, we prefer sensitivity analysis techniques that are easier to implement. The approach we present can be carried out on a spreadsheet.

The solution we propose—the Bayesian central limit theorem applied to the cure-rate model—takes

50–54 years of age, and the corresponding cure-rate survival curve, again using maximum-likelihood estimates.

As we can see, despite its simple form, the cure rate model using the maximum-likelihood estimates for \(p\) and \(\mu\) does give a reasonable fit to cancer survival data.

3. **Sensitivity Analysis**

Although the MLE \((\hat{p}, \hat{\mu})\) is a good estimate of model parameters, it is merely an estimate. If one wishes to conduct a sensitivity analysis on \(p\) and \(\mu\), how should one proceed? In what follows, we draw on the
the log of the posterior (1):

$$H = \begin{pmatrix}
-\frac{n_D}{(1-p)^2} & -\sum_i \frac{(1-e^{-\mu_i})^2}{S(t_i)^2} \\
-\sum_i \frac{t_i e^{-\mu_i}}{S(t_i)^2} & -\frac{n_D}{\mu^2} + p(1-p) \sum_i \frac{t_i^2 e^{-\mu_i}}{S(t_i)^2}
\end{pmatrix}
$$

(2)

$$S(t_i) = p + (1-p)e^{-\mu_i}.$$

The required calculations for the MLE and covariance matrix can be easily done on a spreadsheet having an optimization add-in.

**Example 3 (Continuation of Example 1).** Given the breast cancer survival data for women 50–54 years of age from Table 1, the MLE for \((p, \mu)\) is obtained in Example 1: \(\hat{p} = 0.66, \hat{\mu} = 0.084\). From (2), the negative of the Hessian matrix evaluated at \((\hat{p}, \hat{\mu})\) is

$$-H = \begin{pmatrix}
2.14 \times 10^4 & -6.34 \times 10^4 \\
-6.34 \times 10^4 & 2.01 \times 10^5
\end{pmatrix}$$

and the approximate covariance matrix is

$$-H^{-1} = \begin{pmatrix}
7.15 \times 10^{-4} & 2.26 \times 10^{-4} \\
2.26 \times 10^{-4} & 7.63 \times 10^{-5}
\end{pmatrix}.$$

We conclude that \((p, \mu)\) has an approximate bivariate normal posterior distribution with mean vector \((0.66, 0.084)^T\), and covariance matrix \(-H^{-1}\). In other words, the approximate standard deviations of \(p\) and \(\mu\) are

$$\sigma_p = 0.0267 \quad \sigma_\mu = 0.0087,$$

(3)

and the approximate correlation between \(p\) and \(\mu\) is

$$\rho_{p\mu} = 0.967.$$  

(4)

We may compare contour graphs for this approximate bivariate normal distribution for \((p, \mu)\) and the true posterior distribution (1), and the result is shown in Figure 4. As we can see, the approximation is reasonably close.

**Transformation of Variables**

For moderate sample sizes, the approximating bivariate normal distribution over \((p, \mu)\) may place unacceptably large probability mass outside the feasible region \([0, 1] \times [0, \infty)\), a situation that may be revealed from plots like Figure 4b, or by examining the approximate marginal distributions of \(p\) and \(\mu\). The standard recourse is then to reparameterize to unbounded
parameters via the logit and log transformations, that is,
\[ \theta_1 = \ln \left( \frac{p}{1-p} \right) \quad \theta_2 = \ln \mu. \]

The approximating posterior over \( \theta = (\theta_1, \theta_2) \) is then bivariate normal with mean equal to the maximum-likelihood estimate \( \hat{\theta} = (\hat{\theta}_1, \hat{\theta}_2) = (\ln(\hat{p}/(1-\hat{p})), \ln \hat{\mu}) \) and covariance matrix equal to the inverse of the negative of a new Hessian matrix \( H_{new}(\hat{\theta}) \) evaluated at \( \hat{\theta} \). The latter is given by
\[ H_{new}(\hat{\theta}) = DH(\hat{p}, \hat{\mu})D, \]
where \( D \) is the diagonal matrix with entries \( \hat{p}(1-\hat{p}) \) and \( \hat{\mu} \) in that order, and \( H(\hat{p}, \hat{\mu}) \) is the Hessian (2) evaluated at the maximum-likelihood estimate \((\hat{p}, \hat{\mu})\).

One-Way Sensitivity Analysis
We can use principal components of the approximate normal posterior density to do a one-way sensitivity analysis. We vary \( p \) and \( \mu \) simultaneously two standard deviations along the principal component, as indicated in Figure 5 by the double arrow. We discuss the details for finding principal components in the appendix available in the online supplement (http://da.pubs.informs.org/online-supp.html).

Example 4 (Continuation of Example 3). The resulting variation in breast cancer survival is given in Figure 6a. Survival duration is sensitive to variations of \((p, \mu)\) about their MLE only for durations in excess of SEER observations. Variation in endometrial cancer survival is shown in Figure 6b.

Note. The double arrow denotes the principal component.
Probabilistic Sensitivity Analysis
The approximate bivariate normal posterior can also be used to conduct a probabilistic sensitivity analysis. To generate random \((p, \mu)\) values from the bivariate normal distribution, we use the result that if \((p, \mu)\) is bivariate normal with means \(m_p\) and \(m_{\mu}\), variances \(\sigma_p^2\) and \(\sigma_{\mu}^2\), and covariance \(\sigma_{p\mu}\), then (e.g., Tong 1990, Anderson 2003)

- the marginal distribution of \(p\) is normal with mean \(m_p\) and variance \(\sigma_p^2\)
- the conditional distribution of \(\mu\) given \(p\) is normal with mean \(m_{\mu|p} = m_\mu + (p - m_p)/\sigma_p\sigma_{p\mu}\sigma_\mu\) and variance \(\sigma_{\mu|p}^2 = \sigma_\mu^2(1 - \rho_{p\mu}^2)\).

Using the values (3) and (4) from Example 3, we have

\[
\begin{align*}
m_p &= 0.66, & \sigma_p &= 0.0267, \\
m_{\mu|p} &= 0.084 + 0.316(p - 0.66), & \sigma_{\mu|p} &= 0.00223.
\end{align*}
\]

Therefore, we can generate random variates \(p, \mu\) in two steps:

1. Generate \(p\) from a normal distribution with mean 0.66 and standard deviation 0.0267.
2. Given this value of \(p\), generate \(\mu\) from a normal distribution with mean 0.084 + 0.316\((p - 0.66)\) and standard deviation 0.00223.

4. An Illustrative Example
Models for postdiagnosis cancer survival are components of many medical decision and cost-effectiveness analyses. For instance, they are important components of any cancer-screening model, and may be incorporated into cancer prevention models. One example of the latter is an analysis by Col et al. (2002) of the decision to use tamoxifen for breast cancer prevention. At the time, tamoxifen was regarded as an effective hormonal therapy against established breast cancer, and it was therefore natural to investigate its potential as a preventive agent in healthy subjects. Because tamoxifen is associated with potentially life-threatening side effects such as endometrial cancer, venous thrombosis, and pulmonary embolism, there are both risks and benefits of its use. The goal of Col and colleagues was to augment the earlier analysis of Gail et al. (1999) to account for differences in mortality and timing of occurrences, as well as alternate time-dependent effects of tamoxifen on breast and endometrial cancer risk.

As a specific application of the sensitivity analysis techniques introduced above, we reproduced the Col et al. (2002) model and conducted sensitivity analyses based on large-sample normal approximations to cure rate models. However, since the time of our reanalysis, results of the Study of Tamoxifen and Raloxifene (STAR) trials (e.g., Vastag 2006) have appeared, which show that the drug raloxifene produces the same breast cancer risk reduction as tamoxifen in high-risk postmenopausal women, with less risk of endometrial cancer and other side effects. Raloxifene therapy is now regarded as the preferred treatment for breast cancer risk reduction in high-risk women. The Col et al. (2002) decision analysis is therefore no longer relevant for breast cancer prevention. We present it here for purely illustrative purposes.

Col et al. (2002) developed a Markov model to estimate the impact of tamoxifen use for the prevention of breast cancer in healthy women. Figure 7 shows an influence diagram we constructed to depict this problem. It has not only breast cancer survival but also endometrial cancer survival as components. We modified the Col et al. model by using cure-rate models for breast cancer survival (parameters \(p_b, \mu_b\)) and endometrial cancer survival (parameters \(p_e, \mu_e\)). These models, with cancer incidence added, are shown in Figure 8.

In Table 2, we list all probability, rate, and relative risk parameters used in the model. Col et al. (2002) performed analyses for four different levels of breast cancer risk, combined with four different levels of endometrial cancer risk, including zero risk for women with no uterus due to hysterectomy. In this example, we do an analysis for 50-year-old women in only one of the Col et al. categories, namely, those who are at fourfold higher and twofold higher risk for developing breast cancer and endometrial cancer, respectively. Thus, following Col et al. (2002), we set the risk rate \(\lambda_{10}\) of breast cancer without tamoxifen to be 0.0086/year, corresponding to a five-year risk of approximately 4.19%, four times higher than average. At the same time, we set endometrial cancer risk...
Figure 7 An Influence Diagram for the Decision to Use Tamoxifen for Breast Cancer Prevention, Based on Col et al. (2002)
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Note. RR = relative risk. Tamoxifen reduces breast cancer risk (RR < 1), but increases risks of endometrial cancer (endo ca), venous thrombosis (VT), and pulmonary embolism (PE) (RR > 1). We modified the Col et al. model by using cure-rate models for breast cancer (breast ca) survival (parameters $p_b$, $\mu_b$) and endometrial cancer survival (parameters $p_e$, $\mu_e$).

Figure 8 Cancer Incidence and Cure-Rate Models for Breast Cancer Survival post Diagnosis (a) and Endometrial Cancer Survival post Diagnosis (b)
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rate $\lambda_{e0}$ to be 0.0015/year, which doubles the average risk of approximately 0.00076/year (Fisher et al. 1998). Col et al. considered two scenarios associated with five years of tamoxifen use: a breast cancer benefit lasting 10 years and endometrial cancer risk lasting five years; and a breast benefit of 15 years along with endometrial risk lasting 10 years. We reproduced only the first of these two scenarios.

Baseline Results

In our baseline analysis, we used the specified breast cancer risk and endometrial cancer risk and the means of posterior distributions for the other 12 parameters. This analysis and the subsequent sensitivity analysis were conducted in Microsoft Excel, using the Stotree software written by one of the authors (Hazen 2002, see also http://users.iems.northwestern.edu/~hazen/). We found only a small life-expectancy gain of 0.41 month for tamoxifen. For the identical scenario, Col et al. (2002) found a 3.8 month gain. Col et al. found a range of zero to five months life-expectancy gain depending on breast and endometrial cancer risk levels, so we do not regard the difference between 0.41 and 3.8 months as large.
Table 2  Risk Rate, Relative Risk (RR), Probability and Mortality Rate Parameters in the Col et al. Model

<table>
<thead>
<tr>
<th>Variable</th>
<th>Description</th>
<th>Baseline Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Breast ca risk ( \lambda_{B} )</td>
<td>Risk rate of breast cancer without tamoxifen</td>
<td>0.0086/year</td>
</tr>
<tr>
<td>Breast ca RR ( \lambda_{C} )</td>
<td>RR of breast cancer with tamoxifen vs. without tamoxifen</td>
<td>0.4936</td>
</tr>
<tr>
<td>Endo ca RR ( \lambda_{E} )</td>
<td>Risk rate of endometrial cancer without tamoxifen</td>
<td>0.0015/year</td>
</tr>
<tr>
<td>Endo ca RR ( \lambda_{E} )</td>
<td>RR of endometrial cancer with tamoxifen vs. without tamoxifen</td>
<td>4.0132</td>
</tr>
<tr>
<td>VT risk</td>
<td>Risk rate of venous thrombosis without tamoxifen</td>
<td>0.0099/year</td>
</tr>
<tr>
<td>VT RR</td>
<td>RR of venous thrombosis with tamoxifen vs. without tamoxifen</td>
<td>1.7159</td>
</tr>
<tr>
<td>PE risk</td>
<td>Risk rate of pulmonary embolism without tamoxifen</td>
<td>0.0003/year</td>
</tr>
<tr>
<td>PE RR</td>
<td>RR of pulmonary embolism with tamoxifen vs. without tamoxifen</td>
<td>3.2258</td>
</tr>
<tr>
<td>( p_b )</td>
<td>Probability of cure for breast cancer</td>
<td>0.6610</td>
</tr>
<tr>
<td>( \mu_b )</td>
<td>Mortality rate of breast cancer if not cured</td>
<td>0.0844/year</td>
</tr>
<tr>
<td>( p_e )</td>
<td>Probability of cure for endometrial cancer</td>
<td>0.9102</td>
</tr>
<tr>
<td>( \mu_e )</td>
<td>Mortality rate of endometrial cancer if not cured</td>
<td>0.3576/year</td>
</tr>
<tr>
<td>VT mortality</td>
<td>Short-term mortality of venous thrombosis</td>
<td>0.0091</td>
</tr>
<tr>
<td>PE mortality</td>
<td>Short-term mortality of pulmonary embolism</td>
<td>0.3380</td>
</tr>
</tbody>
</table>

Notes. The risk rate of breast cancer is set to be fourfold higher than average risk, the risk rate of endometrial cancer is set to double average risk, and other baseline values listed are posterior means of parameters.

One-Way Sensitivity Analysis for \( p_b, \mu_b \)

We conducted a one-way sensitivity analysis for parameters \( p_b, \mu_b \) of the breast cancer survival model. Setting all other parameters equal to their baseline values, we vary \( p_b \) and \( \mu_b \) simultaneously, two standard deviations along the principal component as discussed in Example 3.

The principal component, as shown in Figure 5, is \((p_b, \mu_b) = (0.66, 0.084) + \alpha \cdot (2.27 \times 10^{-2}, 8.49 \times 10^{-3})\), where \( \alpha \) is the number of standard deviations along the principal component. We found life expectancy with and without tamoxifen for standard deviations \(-2 \leq \alpha \leq 2\), shown in Figure 9. The optimal decision of using tamoxifen does not change along the principal component.

Probabilistic Sensitivity Analysis for \( p_b, \mu_b \)

We investigated the sensitivity of the optimal decision of using tamoxifen to the uncertainty of parameters in the breast cancer survival component. That is, a probabilistic sensitivity analysis was performed jointly on \( p_b, \mu_b \), using the method discussed in Example 3, and setting all other parameters equal to their baseline values.

Based on 10,000 Monte Carlo iterations (see Figure 10), tamoxifen has a 99.66% (s.e. 0.058%) probability of optimality, and the expected value of perfect information on \( p_b, \mu_b \) equal to 0.0058 (s.e. 0.0013) days of life. Thus, the decision of tamoxifen is almost always optimal, and the expected value of perfect information on the parameters is extremely small.

The optimality of tamoxifen is therefore insensitive to these two parameters. This concurs with the conclusion of one-way sensitivity analysis, that the optimality of tamoxifen is very insensitive to \( p_b \) and \( \mu_b \).

Overall Probabilistic Sensitivity Analysis

We also conducted a probabilistic sensitivity analysis jointly on the 12 probability, rate, and efficacy parameters (including the four parameters in the two cancer survival components) discussed in Table 2, leaving the cancer risks \( \lambda_{30} \) and \( \lambda_{40} \) specified as before. First we assigned distributions to all the uncertain parameters. We have already discussed the distributions for the four parameters in cancer survival components. For other model parameters, we use the method of constructing large-sample approximate Bayesian posterior distributions summarized in Hazen and Huang (2006), obtaining approximately transformed normal posteriors based on data provided by Fisher et al. (1998), Dalen and Alpert (1975), and Hillner et al. (1992). Our Monte Carlo simulation takes random draws for all 12 parameters from their posterior distributions and estimates the probability of decision change and the expected value of perfect information.
Figure 10 The Histogram of Life-Expectancy Gain by Using Tamoxifen, Using 10,000 Iterations of a Probabilistic Sensitivity Analysis on the Parameters $p_b$ and $\mu_b$

Note. Baseline life-expectancy gain is shown as a dashed vertical line.

Based on 10,000 Monte Carlo iterations (see Figure 11), tamoxifen has a 55.0% (s.e. 0.50%) probability of optimality, and the expected value of perfect information on all 12 uncertain probability, rate, and efficacy parameters equal to 11.0 (s.e. 0.18) days of life.

**Sensitivity Analysis Conclusions**

It is easy to lose track of the purpose of these calculations. Tamoxifen therapy is preferred—it has a small expected life benefit of 0.41 months $= 12.3$ days. Sensitivity analysis addresses the question of how sensitive this conclusion is to parameter uncertainty. Sensitivity to uncertainty in the breast cancer cure-rate parameters $p_b$, $\mu_b$ is very small. Sensitivity to uncertainty in all parameters combined is more ambiguous: There is a substantial chance (45%) that a tamoxifen recommendation could be wrong due to errors in parameter estimates, leading us to suspect that we should gather more information on these parameters before making such a recommendation. The information-value calculation belies this suspicion, however—the expected value of knowing all true parameter values is only 11 days of life. This quantity is equal to the chance (45%) that tamoxifen is suboptimal times an expected gain in life (24.4 days), given that tamoxifen is declined when it is suboptimal. Therefore, even if further research showed that tamoxifen was not beneficial, the life-expectancy gain (24.4 days) by reversing this recommendation would be small. (This contradiction between information value and optimality probability as measures of sensitivity arises frequently in applications—see Felli and Hazen 1998, 1999 for more details.) Overall, recommending tamoxifen is risky (45% chance of being
wrong), but there is little downside to making that recommendation, as at most an expected 11 days of life would be gained by doing further research that could reverse this recommendation.

**Conclusion**

We have presented large-sample Bayesian methods for conducting traditional and probabilistic sensitivity analyses on the parameters of the cure-rate model for survival analysis. The cure-rate model can be formulated easily as a Markov chain, and is therefore simple to incorporate into larger decision analysis models. Our Bayesian sensitivity analysis methods are simple enough to be performed entirely on a spreadsheet.

The cure-rate model is not strictly necessary for the tamoxifen analysis we present—it might be possible to directly use the data points in Figure 3 as estimates of survival probabilities versus time, which could be used to directly compute the mean survival advantage for tamoxifen. There are several problems with this approach: (a) Survival probabilities would still need to be extrapolated to time periods beyond the 12 years of survival data, and for this purpose, some assumptions, if not the cure-rate assumptions, would still have to be made; (b) the associated Markov model would be nonstationary, a surmountable difficulty, but still an inconvenience; and (c) the associated sensitivity analysis on the survival probability estimates would be much more complicated. Clearly, the survival probabilities, one for each time step, are not independent estimates, so it is not acceptable to vary each of them independently in a sensitivity analysis. The cure-rate model provides a built-in correlation between these estimates, and makes sensitivity analysis (relatively) easy.

The Bayesian methods we recommend are based on large-sample normal approximations. For univariate approximations, sample sizes of 30 to 50 are usually adequate, but bivariate accuracy may be less, and we are aware of no firm guidelines. Fortunately, it is easy to construct contour plots of the otherwise awkward true posterior distribution for cure-rate parameters (see our Figure 4), and this may be compared with contours of the approximate normal posterior if there are doubts about sample size.

The cure-rate model we have used has a constant mortality rate for the uncured. More sophisticated cure-rate models may allow a time-dependent mortality rate. This results in a nonstationary Markov model that is less convenient for our purposes. Nevertheless, large-sample posterior distributions for parameters in these models may be developed in much the same way we have done here. In general, for any model in which parameter estimates are not accompanied by standard errors, the use of large-sample normal approximations for posterior distributions over these parameters appears to be a viable procedure for conducting sensitivity analyses.

An online supplement to this paper is available at http://da.pubs.informs.org/online-supp.html.
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