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Abstract

We propose a novel optimization model for volumetric modulated arc therapy (VMAT) planning that directly optimizes deliverable leaf trajectories in the treatment plan optimization problem, and eliminates the need for a separate arc-sequencing step. In this model, a 360-degree arc is divided into a given number of arc segments in which the leaves move unidirectionally. This facilitates an algorithm that determines the optimal piecewise linear leaf trajectories for each arc segment, which are deliverable in a given treatment time. Multi-leaf collimator (MLC) constraints, including maximum leaf speed and interdigitation, are accounted for explicitly. The algorithm is customized to allow for VMAT delivery using constant gantry speed and dose rate, however, the algorithm generalizes to variable gantry speed if beneficial. We demonstrate the method for three different tumor sites: a head-and-neck case, a prostate case, and a paraspinal case. For that purpose, we first obtain a reference plan for intensity modulated radiotherapy (IMRT) using fluence map optimization and 20 equally spaced beam directions. Subsequently, VMAT plans are optimized by dividing the 360-degree arc into 20 corresponding arc segments. Assuming typical machine parameters (a dose rate of 600 MU/min, and a maximum leaf speed of 3 cm/sec), it is demonstrated that the quality of the optimized VMAT plans approaches the quality of the IMRT benchmark plan for delivery times between 3 and 4 minutes.

1 Introduction

Radiotherapy delivery using volumetric modulated arc therapy (VMAT) [1] has gained popularity since it bears the potential to improve treatment plan quality while shortening treatment time. The potential for improved plan quality originates from the fact that all beam directions in a 360° arc are utilized, whereas traditional IMRT treatments typically use 5-9 discrete beam angles. The potential to shorten treatment times stems from the feature that the treatment beam is on continuously while the gantry and the MLC leaves are in motion.

Over the past years, treatment plan optimization methods for IMRT planning have evolved to a high level of sophistication. One major advantage of IMRT planning is that the fluence map optimization (FMO) problem can be formulated as a convex optimization problem, which can be solved to near optimality using established algorithms. In addition, direct aperture optimization (DAO) methods [2, 3] have been developed for step & shoot delivery, which can closely approximate the FMO solution with a small number of apertures [4, 5].

The goal of VMAT planning is to find the optimal trajectories of the leaves of a multi-leaf collimator, which yield the best plan quality for a given treatment time. In contrast to the FMO problem, the general VMAT planning problem cannot be formulated as a continuous convex optimization problem. Therefore, treatment plan optimization for VMAT still faces substantial challenges.

One approach to VMAT planning is a two-step approach in analogy with the traditional IMRT planning. In the first step, an FMO problem is solved for a relatively large number
of equispaced beam angles. In the second step, an arc-sequencing method is used to convert the FMO solution into deliverable arcs [6, 7]. VMAT planning approaches in this category differ in the way arc-sequencing is performed. In the algorithm proposed by Craft [8], FMO is performed for 180 equispaced beam directions. Sequencing is performed by iteratively merging similar fluence maps of neighboring beam angles. The merged fluence maps are finally delivered over the corresponding arc segment using a sliding window technique. The work by Wang et al. [7, 9] suggests an arc sequencing approach based on shortest path algorithms. Their algorithm starts with a coarser FMO solution (20 equispaced beams) which are delivered over a corresponding arc segment. Leaf trajectories are obtained by assuming unidirectional motion of a leaf within each segment. The algorithm of Cameron [10] attempts to optimize the leaf trajectories using simulated annealing, starting from back-and-forth sweeping initial trajectories consisting of 3–7 segments.

Alternative approaches to VMAT planning can be considered as extensions of direct aperture optimization methods and differ in the approach to DAO that is used. In the algorithm presented by Bzdusek [11], a local gradient based method to leaf position refinement is used, starting from initial apertures derived from a course FMO solution. Ulrich [12] suggests a leaf position optimization method based on tabu search. In the approach of Otto [13], stochastic search methods are used to tweak leaf positions. The approach by Peng [14] extends the column generation approach to DAO to the VMAT planning problem. In the column generation approach, apertures are added to a treatment plan one after another until one aperture per beam angle is generated. New apertures are selected by solving a so-called pricing problem, in which the aperture that promises the largest improvement to the plan quality is identified.

In this paper, we propose a new algorithm to VMAT planning, which directly optimizes the leaf trajectories of a multi-leaf collimator. Key advantages of the proposed algorithm are:

- The method generates a deliverable VMAT plan in a single step without the need for an arc-sequencing step. The total delivery time is specified by the treatment planner and is met exactly by the algorithm, and so are the machine constraints.
- When allowing for enough delivery time, the plan quality converges to the ideal FMO solution. For the cases presented in this paper, convergence was observed after 3-4 minutes.
- The algorithm facilitates VMAT delivery with constant gantry speed and dose rate, which may be preferable from a delivery perspective. However, it generalizes to variable gantry speed if beneficial for a patient geometry.

The remainder of this paper is organized as follows: In section 2 we derive the VMAT planning algorithm. In section 3 we present results for a head & neck case, a paraspinal case, and a prostate case. In section 4 we discuss the results.

2 VMAT planning approach

In this section, we first outline the key ideas behind our solution approach (Section 2.1), and then formulate our basic treatment planning optimization model for direct leaf trajectory optimization with sliding window delivery (Section 2.2). This model is represented as a convex optimization problem that can be solved using readily available numerical optimization software. In section 2.3 we present a method to improve dose calculation accuracy over the basic model of section 2.2. Finally, Section 2.4 is concerned with extensions that can be added to the model without increasing the complexity of the treatment planning procedure, but are not considered in the previous sections, in order to keep the presentation simple.

1 which is the basis for the commercial implementation SmartArc in the Pinnacle planning system
2 which is the basis for the commercial implementation RapidArc in the Eclipse planning system
2.1 Intuition behind the approach

Our approach is inspired by the following observations: First, it is mostly agreed upon that IMRT plans using a large enough number of equispaced beam angles (in this paper we use 20) can very closely approximate the ideal dose distribution obtained from a 180 beam IMRT plan [15]. Second, every fluence map of an IMRT plan can be delivered accurately using a sliding window technique, where the leaves move unidirectionally across the field. This motivates the following approach to VMAT planning: A 360-degree arc is divided into a fixed number of arc segments (in this paper we use 20). In each arc segment, the leaves move unidirectionally, thus delivering an effective fluence map over each arc segment. Allowing for enough delivery time, an arbitrary effective fluence map can be generated, thus allowing for a close approximation of a 20 beam IMRT plan. The approach has a number of key advantages:

- The restriction imposed on the leaf trajectories (i.e. unidirectional within each arc segment) allows us to directly optimize the leaf trajectories along with finding the optimal dose distribution. The leaf trajectory optimization problem can be formulated as a continuous optimization problem, which is convex under certain assumptions. Thus, near optimal solutions can be found reliably using convex optimization methods.
- Instead of pursuing a two-step approach in which fluence maps are obtained first, which are subsequently converted into a leaf trajectory, we directly optimize piecewise linear leaf trajectories. This allows us to take MLC constraints and delivery time explicitly into account during plan optimization. In addition, a separate arc sequencing step, which may compromise treatment quality, is avoided.
- Given sufficient delivery time, the optimal VMAT plan can perfectly match the ideal IMRT plan. On the other hand, we can still gain delivery time over a DMLC delivery of the ideal IMRT plan, as it is expected from a VMAT plan.

2.2 The direct leaf trajectory optimization model

The direct leaf trajectory optimization model is an extension of the standard fluence map optimization (FMO) model,

\[
\begin{align*}
\text{minimize} & \quad f(d) \\
\text{subject to} & \quad d_i = \sum_{k=1}^{K} \sum_{n=1}^{N} \sum_{j=1}^{J} D_{nij}^k x_{nj}^k & \forall i \\
& \quad x_{nj}^k \geq 0 & \forall k, n, j
\end{align*}
\]

where we optimize a convex objective function \( f \) with respect to the variables \( x \) and \( d \). Here, \( d_i \) is the dose absorbed by voxel \( i \). The superscript \( k \) is the index of the beam angle; the subscripts \( n \) and \( j \) are the row and column indices in the bixel map, i.e. \( n \) is the index of the MLC leaf pair, and \( j \) is the index of the bixel in leaf motion direction. Thus, \( x_{nj}^k \) is the fluence corresponding to bixel \( j \) of the MLC leaf pair \( n \) in beam \( k \). The dose deposition coefficients \( D_{nij}^k \) denote the dose contributions of bixel \( (k, n, j) \) to voxel \( i \) for unit fluence.

Rather than optimizing the fluence \( x \), and then determining a leaf trajectory that delivers it approximately within a given time, we include in the model the leaf trajectories of an optimal sliding window delivery, which is determined concurrently with the optimal fluence. To that end, we divide the 360-degree arc into \( K \) arc segments in which the leaves move unidirectionally. From now on, we thus associate the index \( k \) with an arc segment, rather than a discrete beam angle. We assume for now that the dose-influence matrix is constant over the arc segment, that is, \( D_{nij}^k \) depends on \( k \), but does not change with the gantry angle within segment \( k \). In each segment \( k \) an effective fluence map is delivered, whose fluences will also be denoted by \( x_{nj}^k \).

Consider a leaf pair \( n \) as it moves across the field in arc segment \( k \) as the gantry rotates at a constant speed. The constant gantry speed defines a linear one-to-one mapping between time
and gantry angles, and the leaf positions can be expressed as functions of time or gantry angle. Let \( r_{in}^{knj} \) and \( r_{out}^{knj} \) denote the time the leading leaf of leaf pair \( n \) reaches and leaves bixel \( j \) as it sweeps across the field, i.e. at time \( r_{in}^{knj} \) it reaches the boundary between bixels \( j - 1 \) and \( j \), and at time \( r_{out}^{knj} \) it leaves the boundary between bixels \( j - 1 \) and \( j \). Analogously, let \( \ell_{in}^{knj} \) and \( \ell_{out}^{knj} \) denote the same for the trailing leaf. This notation is illustrated in Fig. 1: It can be seen that the effective beam-on time for bixel \( j \) is given by

\[
t_{knj} = \frac{1}{2} \left[ (\ell_{out}^{knj} - r_{out}^{knj}) + (\ell_{in}^{kn(j+1)} - r_{in}^{kn(j+1)}) \right],
\]

which corresponds to the area between the trajectories of the leading and trailing leaves. Assuming a fixed dose rate \( \delta \) throughout the delivery and a constant dose-influence matrix \( D^k \) for each arc segment \( k = 1, \ldots, K \) leads to the following formulation:

\[
\begin{align*}
\text{minimize} & \quad f(d) \\
\text{subject to} & \quad d_i = \sum_{k=1}^{K} \sum_{n=1}^{N} \sum_{j=1}^{J} D_{nij} x_{nij}^k \quad \forall i \\
& \quad x_{nij}^k = \delta \cdot t_{nij}^k \quad \forall k, n, j \\
& \quad t_{nij}^k = \frac{(r_{out}^{knj} - r_{in}^{knj}) + (\ell_{in}^{kn(j+1)} - r_{in}^{kn(j+1)})}{2} \quad \forall k, n, j \\
\end{align*}
\]

(1)

To complete our model, we need to specify the “feasible leaf trajectories” of (1) in terms of the leaf arrival and departure times. We need to ensure that the order of the leading and trailing leaves are preserved, the leaves move in the right direction, and that the leaves do not travel faster than the collimator’s maximum leaf speed. Moreover, the total delivery time must be below the maximum allotted time. The precise algebraic form of some of the constraints depends on whether the leaves move from left to right or from right to left; below we give the complete formulation for the left-to-right direction, and indicate the necessary changes for the opposite direction.

Let us denote the maximum total delivery time by \( t_{max} \). The maximum leaf speed and the bixel size determine the minimum time \( \Delta t \) a leaf needs to traverse a bixel. With these notation,
feasible leaf trajectories are those in which every leaf pair satisfies the constraints

\begin{align}
0 \leq r_{in}^{knj} & \leq r_{out}^{knj} \leq t_{max}/K, & 0 \leq \ell_{in}^{knj} & \leq \ell_{out}^{knj} \leq t_{max}/K, \\
r_{out}^{knj} + \Delta t & \leq r_{in}^{kn(j+1)}, & \ell_{out}^{knj} + \Delta t & \leq \ell_{in}^{kn(j+1)}, \\
r_{in}^{knj} & \leq \ell_{in}^{knj}, & r_{out}^{knj} & \leq \ell_{out}^{knj},
\end{align}

(2a)

for every \( j \) and \( n \) in those arc segments \( k \) where leaves move from left to right. The inequalities (2a) ensure that the breakpoints in the piecewise linear leaf trajectories are properly ordered, and that the plan is delivered in the allotted time; (2b) implements the maximum leaf speed constraint imposed by the MLC; and (2c) keeps the trailing leaf behind the leading one. In the arc segments where the leaves move in the right-to-left direction, the constraints are identical to the ones above except that the subscripts \( j + 1 \) in (2b) need to be replaced with \( j - 1 \).

Note that all the constraints in (1) and (2) are linear in the decision variables. Therefore, if we assume that the dose-influence matrix is constant within each arc segment, then the direct leaf trajectory optimization problem is a convex optimization problem with linear constraints. As such, it is solvable to global optimality with readily available convex optimization methods.

### 2.3 Improved dose calculation with variable dose-influence matrices

The above model is only approximate, because we assumed the dose-influence matrices \( D \) to be constant over each arc segment. This will not provide a sufficiently accurate dose calculation for the VMAT plan. To increase the dose calculation accuracy, we calculate dose influence matrices \( D \) at a finer angular resolution. For the results presented in this paper, we calculate 180 dose influence matrices at a 2 degree resolution. In contrast, the 360 degree arc is divided into 20 segments; thus every arc segment is subdivided into 9 sectors with distinct dose influence matrices. To account for this in the optimization model, we need to replace in (1) the arc segment index \( k \) in the superscript of \( D \) with an angle index \( a(k,n,j) \) at which bixel \( j \) of the \( n \)th leaf pair is open in the \( k \)th arc segment.

From a computational perspective the more accurate model is more difficult, because the dose deposition coefficients’ dependence on the leaf trajectories renders the optimization model non-convex. We propose the following simple iterative method to mitigate this difficulty:

1. Start with some initial values for the values of each \( a(k,n,j) \). In our implementation the initial angle \( a(k,n,j) \) was chosen to correspond to the middle of the arc segment \( k \) for every \( n \) and \( j \).

2. Solve the (convex) model (1)-(2) with the current values of \( a(k,n,j) \).

3. Using the obtained leaf trajectories, determine the beam angles at the times the leaves traverse each bixel \( j \), and update the values \( a(k,n,j) \) accordingly; then return to step 2.

Ideally, we iterate in the above procedure until no \( a(k,n,j) \) is updated; in practice, we can stop when the updates are small enough. In our implementation, we stopped whenever no more than 5% of the \( a(k,n,j) \) changed, and none of them changed by more than 2 degrees. We found that in most cases only a very few (2 or 3) update steps were needed before we could stop.

There are also multiple ways to implement the update step, owing to the fact that the gantry moves slightly as the leaves traverse bixel \( j \), and a dose-influence matrix corresponding to any of the corresponding angles might be chosen. This situation is schematically illustrated in Fig. 2. During optimization, we assign each bixel \( (k,n,j) \) to a single dose-influence matrix. More specifically, we choose the angle index \( a(k,n,j) \) such that it corresponds to the midpoint of bixel \( j \)'s effective beam-on time interval, which is given by \((r_{out}^{j+1} + \ell_{out}^{j+1} + r_{in}^{j+1} + \ell_{in}^{j+1})/4\). (See Fig. 2.) In most cases this is sufficient, since (assuming a 2 degree resolution of the dose-influence matrices) there are more bixels to traverse in an arc segment than there are dose-influence matrices, and the leaves do not get enough time to stay within the same bixel for longer than the gantry
rotates a few (2–4) degrees. Therefore, it is expected that (especially for shorter treatment times) the dose-influence matrix is approximately constant during the short time interval that a leaf pair exposes a particular bixel.

**Final dose calculation step:** Even though a bixel can typically be assigned to a single dose-influence matrix, we perform a more accurate final dose calculation step after the optimization. To that end, we proportionally assign the effective beam-on-time for each bixel to multiple adjacent dose-influence matrices, which is also illustrated in Fig. 2. However, in the numerical experiments, only minor differences were observed between the optimized and final dose distribution.

### 2.4 Model extensions

The optimization model presented in the previous section can be extended in a straightforward fashion to take into account additional machine constraints, and to be applicable in a more general setting. We outline a few of these possibilities in this section.

#### 2.4.1 Interdigitation

Interdigitation constraints can be added to the model as additional linear constraints similar to those in Eq. (2c). To ensure that the trailing leaf of a leaf pair does not overlap with the leading leaf of an adjacent pair, it is sufficient to add the constraints

\[
\begin{align*}
    r_{knj}^\text{in} & \leq l_{k(n+1)j}^\text{in}, & r_{knj}^\text{out} & \leq l_{k(n+1)j}^\text{out}, & r_{knj}^\text{in} & \leq l_{k(n-1)j}^\text{in}, & r_{knj}^\text{out} & \leq l_{k(n-1)j}^\text{out}
\end{align*}
\]

\[\forall k, n, j.\]

Since only a small number of linear constraints are added, the additional effort needed to solve this extended model is not substantial.
2.4.2 Varying gantry speed

The model (1)-(2) optimizes delivery for a given constant gantry speed. Although this may be desirable from a delivery perspective\(^3\), it might be suboptimal if the allotted treatment time is better spent in some arc segments than in others. Our model can be extended to the case when the gantry rotates at a constant speed within each arc segment, but this speed is allowed to be different for each arc segment. Our model can optimize for this piecewise constant gantry speed in the following way:

Let us introduce a new decision variable \( t_{k}^{\text{max}} \) for each arc segment \( k \) \((k = 1, \ldots, K)\), and denote the maximum total delivery time by \( t_{\text{max}} \) as before. Then drop from the constraints (2a) the inequalities involving \( t_{\text{max}} \), and replace them with

\[
\ell_{\text{out}k}^{\text{out}} \leq t_{k}^{\text{max}}, \quad \ell_{\text{in}k}^{\text{out}} \leq t_{k}^{\text{max}}
\]

to limit the leaf travel times within each arc segment; finally, add one last constraint to bound the total treatment time:

\[
\sum_{k=1}^{K} t_{k}^{\text{max}} \leq t_{\text{max}}.
\]

This extension does not change the complexity of the optimization model, as it only requires the addition of a small number of variables and linear constraints.

2.4.3 Multiple arcs and partial arcs

So far we have assumed that the treatment is delivered in a single 360-degree arc. Naturally, nothing in the model relies on the 360-degree arc assumption, the same approach can be used verbatim to optimize the leaf trajectories within a partial arc with given initial and terminal angle. Note, however, that the leaves need enough time within each arc segment for both modulation and crossing the entire field. Hence, in order to realize a delivery time reduction, partial arcs should be divided into proportionately fewer arc segments than complete arcs\(^4\).

Multiple-arc treatments can be optimized with our approach essentially verbatim. Leaf trajectories can be encoded separately for each arc, and the dose calculation constraint in (1) can be changed to a quadruple sum that computes the total dose in all the arcs. This might be beneficial even for sliding window delivery, for instance, in the case of large treatment sites, and plans requiring multiple arcs with difference isocenters.

3 Computational results

In this section we demonstrate the performance of our method for three different treatment sites: 1) a head & neck case for which the lymph nodes are part of the CTV; 2) a prostate case for which the seminal vesicles are treated; and 3) a paraspinal case for which the tumor entirely surrounds the spinal cord and is located in proximity to the kidneys. We provide a detailed description of our experimental results for the head-and-neck case, and a summary of the prostate and paraspinal cases.

For each case, an IMRT plan was optimized using 20 equispaced beam directions. The 20-beam IMRT plan, obtained through fluence map optimization (FMO) without applying any sequencing, was used as the reference plan. This reference plan was compared to single-arc VMAT plans, which were optimized for different treatment times ranging from 2 minutes to 5 minutes, using the same objective function. All VMAT plans were optimized for 20 arc segments, constant gantry speed, and constant dose rate. The machine parameters in all the

\(^3\)It is expected to result in a more reliable translation from the treatment plan to actual machine parameters and reduced machine wear.

\(^4\)As opposed to reducing the length of the arc segments while keeping the number of arc segments constant.
cases were given by a dose rate of $\delta = 600$ MU/min and a maximum collimator leaf speed of 3 cm/s, yielding $\Delta t = 1/3$ s in the leaf trajectory constraints (2).

Dose deposition coefficients for the VMAT planning were computed for 180 equispaced 6 MV beams with $1 \times 1$ cm$^2$ beamlet grid resolution, using the quadratic infinite beam (QIB) dose-calculation algorithm implemented in CERR 4.0b4; see [16]. The dose deposition coefficients obtained from CERR are converted into the natural units Gy/MU, such that the effective bixel intensities are given in MU and the dose is obtained in Gy. The maximum field size was adapted to each case. We determined the smallest rectangular field that covers all target voxels from all of the 180 beam angles. The voxel resolution also varied from case to case, and was given by $2.3 \times 2.3 \times 1.25$ mm$^3$ for the paraspinal case, $3.9 \times 3.9 \times 2.5$ mm$^3$ for the prostate and head-and-neck cases. The collimator orientation was chosen such that the leaves move within the plane of the gantry rotation.

The objective function in our optimization model is a standard voxel-by-voxel piecewise quadratic penalty function that attempts to limit the over- and underdosing of various organs:

$$
\sum_i \left( w^+_i \max(0, d_i - d_{hi}^i)^2 + w^-_i \max(0, d_{lo}^i - d_i)^2 \right),
$$

where $d_i$ is the dose absorbed by voxel $i$, $d_{lo}^i$ and $d_{hi}^i$ are prescribed lower and upper bounds on this dose, and the coefficients $w^+_i$ and $w^-_i$ are treatment planning parameters. These coefficients were chosen case-by-case to obtain high quality IMRT plans. For each patient, the objective function parameters were kept the same for the IMRT plan and all VMAT plans. All treatment plans were optimized for a standard fractionated treatment, i.e. a prescribed dose of approximately 2 Gy per fraction.

The different plans are compared using the dose-volume histograms, colorwash dose distributions, and by computing their RTOG conformity indices and their conformity numbers proposed by van’t Riet et al. [17]. These quantities are defined as

$$
CI_{RI} = \frac{V_{RI}}{TV} \quad \text{and} \quad CN_{RI} = \frac{TV_{RI}}{TV} \cdot \frac{TV_{RI}}{V_{RI}},
$$

where $RI$ stands for reference isodose, $TV_{RI} = target volume covered by the reference isodose, TV = total target volume, $V_{RI} = total volume covered by the reference isodose. The second quantity measures simultaneously the level of target coverage and the sparing of healthy tissues. The reference isodose is chosen as 95% of the target prescription dose.

### 3.1 Head-and-neck

The head-and-neck case includes three separate target volumes (PTVs): the primary tumor, and the right and left lymph nodes. The prescription was to deliver 66 Gy to the primary target and 54 Gy to the lymph nodes in 33 fractions. Eight organs at risk (OARs) were considered in treatment planning, with dose limits established in the AAPM planning guidelines for head-and-neck IMRT patients [18]. The main dose-limiting OARs were the parotid glands, the trachea, and the mandible. A representative axial CT slice through the superior part of the target is shown in Fig. 4; Fig. 5 (left) shows a coronal view to illustrate the target geometry in three dimensions.

We determined the optimal VMAT plans with our approach for the time limits $t_{\text{max}} = 3, 4, 5,$ and 20 minutes, and compared their treatment quality to that of the optimal 20-beam FMO solution. The dose volume histograms (DVH) of the PTVs and the dose-limiting OARs is shown in Fig. 3; the conformity indices and the conformation numbers are shown on Tbl. 1. It is apparent that all treatment plans yield adequate target coverage and differ primarily in OAR sparing\(^5\). The VMAT plan optimized for 20 minutes delivery time (not shown) is

\(^5\)Note that the left lymph-node PTV has significant overlap with the primary PTV, which is the reason for the high dose in part of the lymph node.
Table 1: The RTOG conformity indices and the van’t Riet et al. conformity numbers of the 20-beam IMRT plan and the optimal VMAT plans with different treatment time limits, corresponding to the 95% of the 54 Gy and the 66 Gy target isodoses. The CI is better if it is closer to 1.0, whereas the CN is better if it is higher. These indices show the essentially identical conformity of the 20-beam IMRT and the 4- and 5-minute plans. The 3-minute plan has noticeably lower conformity.

<table>
<thead>
<tr>
<th></th>
<th>20-beam IMRT</th>
<th>3 min VMAT</th>
<th>4 min VMAT</th>
<th>5 min VMAT</th>
</tr>
</thead>
<tbody>
<tr>
<td>CI$_{51.3}$</td>
<td>1.189</td>
<td>1.189</td>
<td>1.171</td>
<td>1.151</td>
</tr>
<tr>
<td>CN$_{51.3}$</td>
<td>0.755</td>
<td>0.705</td>
<td>0.749</td>
<td>0.770</td>
</tr>
<tr>
<td>CI$_{62.7}$</td>
<td>1.420</td>
<td>1.502</td>
<td>1.420</td>
<td>1.420</td>
</tr>
<tr>
<td>CN$_{62.7}$</td>
<td>0.702</td>
<td>0.664</td>
<td>0.701</td>
<td>0.701</td>
</tr>
</tbody>
</table>

indistinguishable from the IMRT plan. It is further observed that the 4-minute and 5-minute plans are nearly identical to the FMO solution in terms of target coverage, and they also result in similar OAR sparing. This finding is confirmed in Fig. 4, which shows the colorwash dose distributions for a representative slice through the three targets. The 4-minute and 5-minute VMAT plans are not only similar in terms of the DVHs for targets and OARs, but are also similar regarding the conformity of the dose distribution.

Fig. 3 further reveals that the 3-minute VMAT plan is substantially worse than the 4-minute VMAT plan. In addition, Fig. 4 shows that the dose distribution is less conformal and more washed out. Hence, increasing the treatment time from 3 minutes to 4 minutes yields substantial improvements in plan quality, whereas further delivery time increases only yield marginal improvements.

It is possible to explain the large difference between the treatment qualities of the 3- and 4-minute plans, and the considerably smaller gain from any additional treatment time. The smallest rectangular field that covers all target volumes for this case is 23 cm wide. Therefore, it takes almost 8 seconds for the leaves to traverse the field once. With 3 minutes delivery time and 20 arc segments, only 9 seconds are spent in each arc segment. Since the leaves need almost 8 seconds for travel, only little more than 1 second is left to modulate the radiation field. Increasing the treatment time from 3 to 4 minutes means that 12 seconds are spent in each arc segment. This more than triples the excess time that can be used for modulation. Beyond that, the gain from each additional minute is progressively smaller.

### 3.2 Prostate

The prostate case has a single target volume that includes both the prostate and the seminal vesicles (prescribed dose $42 \times 1.8$ Gy); the dose limiting OARs are the bladder and the anterior rectum. Our experimental setup, including the machine constraints, were identical to the one presented above; we compared an optimal 20-beam IMRT plan to the VMAT plans obtained by our approach for the time limits $t_{\text{max}} = 2, 3, 4,$ and 20 minutes. The DVH curves of the plans are shown on Fig. 6.

The results confirm the findings for the head-and-neck case. The 3-minute and 4-minute plans are practically indistinguishable from the optimal IMRT plan in terms of target coverage, conformity, and the sparing of the dose-limiting organs. Also the 2-minute plan is of acceptable quality: the target coverage is identical to that of the IMRT plan, however, it cannot achieve the same OAR sparing. The observation that (in contrast to the head & neck case) a 3-minute plan yields an almost optimal treatment plan, can be explained by the smaller field size. The smallest radiation field that covers the entire target volume from all angles is 9 cm wide. This implies that (in total) only one minute is required for the leaves to travel across the field, whereas two minutes are available for modulation.
Figure 3: Dose-volume histograms for the head-and-neck case comparing an optimal 20-beam IMRT plan and the VMAT plans with treatment time limit $t_{\text{max}} = 3, 4,$ and 5 minutes. The diagram is split into two for better legibility. Only the target volumes (first panel) and the dose-limiting organs (trachea on first panel; parotid glands, mandible on second panel) are shown. The 4-minute and 5-minute plans are comparable to the optimal 20-beam IMRT plan both in their target coverage and organ sparing.
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Figure 3: Dose-volume histograms for the head-and-neck case comparing an optimal 20-beam IMRT plan and the VMAT plans with treatment time limit $t_{\text{max}} = 3, 4,$ and 5 minutes. The diagram is split into two for better legibility. Only the target volumes (first panel) and the dose-limiting organs (trachea on first panel; parotid glands, mandible on second panel) are shown. The 4-minute and 5-minute plans are comparable to the optimal 20-beam IMRT plan both in their target coverage and organ sparing.
Figure 4: Colorwash dose distributions on a representative CT slice for the 20-beam optimal IMRT plan (upper left), and the VMAT plans with treatment time limit $t_{\text{max}} = 3$ (upper right), 4 (lower left), and 5 (lower right) minutes. The contours of the spinal cord, mandible, parotid glands, lymph nodes, and the primary tumor are shown. While the 3-minute plan lacks both the conformity and the OAR sparing of the other plans, the 4- and 5-minute VMAT plans are nearly identical to the 20-beam IMRT plan.

Figure 5: Representative CT slices exhibiting the target geometry for the head-and-neck and the paraspinal case. In the head-and-neck case the secondary targets are the lymph nodes, their main dose-limiting organ is the trachea. In the paraspinal case the tumor wraps around the lower section of the spinal cord; the secondary dose limiting organs are the kidneys.
Figure 6: Dose-volume histograms for the prostate case comparing an optimal 20-beam IMRT plan and the VMAT plans obtained with treatment time limit $t_{\text{max}} = 2, 3, \text{ and } 4 \text{ minutes. VMAT plans optimized for 4 minutes and longer are nearly indistinguishable from the optimal 20-beam IMRT plan. The 20-minute VMAT plan (not shown) is identical to the 20-beam IMRT plan.}

3.3 Paraspinal

The paraspinal case has a single target volume that surrounds the spinal cord, which is the main dose-limiting organ. The secondary dose-limiting organs in this case are the kidneys, as illustrated in the axial slice shown in Fig. 5 (right). The prescribed dose to the PTV is $33 \times 2 \text{ Gy}$, the maximum dose in the center of the spinal cord was $50 \text{ Gy}$; with a $25 \text{ Gy}$ mean dose limit on the kidneys.

As for the prostate case, we compare an optimal 20-beam IMRT plan to the VMAT plans obtained by our approach for the time limits $t_{\text{max}} = 2, 3, \text{ and } 4 \text{ minutes. The DVH curves of the plans are shown on Fig. 7. The results are consistent with the head & neck case and the prostate case. Similar to the prostate case, the 2-minute plan is not vastly inferior to the others plans, but the 3-and 4-minute plans achieve better organ sparing. The convergence of the target coverage is slightly slower than for the head & neck and prostate cases: the 4-minute does not achieve identical target coverage to the 20-beam IMRT plan, but is close. Fig. 5 shows the dose distribution of the 4-minute VMAT plan, illustrating the sparing of the spinal cord in the center of the target as well as the avoidance of the kidneys.

4 Discussion

Sliding window delivery versus arbitrary leaf trajectories: A main advantage of the proposed VMAT algorithm consists in formulating VMAT planning as a sequence of convex continuous optimization problem. This recovers one of the central advantages of FMO, i.e. the ability to obtain near optimal solutions. This becomes possible via restricting the leaf trajectories to unidirectional leaf motion. In contrast, attempting to perform direct leaf
trajectory optimization while allowing for arbitrary leaf trajectories requires the use of integer variables \[?\]. Even though arbitrary leaf trajectories have the potential to reduce delivery times further, that comes at the price of solving a much harder optimization problem.

The effect of varying dose deposition matrices over an arc segment: As shown in section 2.2, the VMAT planning problem is guaranteed to reproduce the ideal FMO solution if 1) the treatment time constraint \(t_{\text{max}}\) is sufficiently loose and 2) the dose deposition matrices are constant over the arc segment. For the realistic case in which the dose deposition matrices change over the arc segment, the VMAT plan obtained via the algorithm in Section 2.3 could be slightly better or slightly worse than the FMO plan. However, such differences were not observed in our experiments: For increasing delivery time, the VMAT plan became indistinguishable from the FMO plan regarding the DVHs. This is consistent with earlier findings that using more than 20 beams in IMRT does not significantly improve plan quality (see [15] and references therein).

5 Conclusion

We present a new algorithm for volumetric modulated arc therapy planning that directly optimizes the leaf trajectories of a multi-leaf collimator. In the approach, a 360-degree arc is divided into a given number of arc segments. By enforcing unidirectional leaf motion over an arc segment, the leaf trajectory optimization problem can be solved via a sequence of convex optimization problems. This allows us to reliably determine VMAT plans that are guaranteed to replicate the ideal IMRT dose distribution if the treatment time is sufficiently large. For head & neck, convergence to the optimal plan quality was observed for 4 minutes delivery time; for prostate and paraspinal tumor geometries 3 minutes delivery time was found to be sufficient.
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