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Delphi Corporation is a major supplier of fuel
injectors to automobile manufacturers world-

wide. The company was considering a proposal for a
new line that would produce the next generation of
fuel injectors. Its ambitious requirements on the line’s
throughput were essential for the project to be finan-
cially viable; in addition, Delphi had to address con-
straints on the space available for the line and on the
cost to build it and staff it.

As envisioned, this production line will consist of
multiple process segments, three of which will be
placed in a clean room (Figure 1).

Each process segment may contain as many as
30 machines and robots that perform various tasks,
along a series of conveyors that convey partially com-
pleted fuel injectors from machine to machine in pal-
lets. The conveyors will also act as buffers; they will
accumulate pallets in front of machines that are either
down or unable to keep up with the flow of pal-
lets from upstream machines. Transfer of assembled
fuel injectors between process segments will be done
via trays that are stacked in carts and moved man-
ually by operators. Because contamination inside the
clean room is a major concern, parts will be washed
before they enter the clean room and operators will
be assigned tasks that do not require them to move
between rooms.

Delphi commissioned a simulation model and
study at a very early stage of designing the new line.
The simulation model’s goal was to serve as a test
bed for candidate production-line designs, including
initial concept, fine-tuning, and examining process-
improvement ideas after the line was operational.
Simulating a line design must include fully specifying
which machines to use and in what order, conveyor
lengths, machine process rates and variability, oper-
ator responsibilities and priorities, failure and repair
distributions for each machine, and scrap and rework
rates on each machine. Such complete and detailed
information is typically not available at the concept
stage of a line design; however, this is precisely when
simulation could be most valuable in helping Delphi
to assess the project’s financial viability and deter-
mine where in the evolving line design to expend
the most effort. Using simulation at such an early
stage requires frequent and significant changes to the
simulation base model; these changes can be both
time consuming and difficult to manage. However,
the simulation recommendations are often inexpen-
sive or free to implement because the equipment has
not yet been built. After the equipment has been built,
using simulation to analyze the process is less time
consuming because the base model is no longer a
moving target. The drawback is that much of the cost
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Figure 1: The three process segments inside the clean room are complex,
highly automated, and costly.

has already been sunk and the study’s recommenda-
tions may be more difficult to cost justify. This was
our challenge.

Trying to optimize the design over the literally
hundreds of changeable features early on is sense-
less because too little information is available and
too much is in flux. Therefore, we used simulation to
answer high-level questions about the line configura-
tion, with the understanding that the model would
later evolve into a representation capable of evaluat-
ing very specific questions. That is, the simulation’s
objective was first to guide the development of new
designs by distinguishing critical features and factors
from less-critical ones; later it would be updated as
new designs emerged. Thus, the simulation would
provide a perpetual road map for the next steps
in the design process. This paper describes the first
phase (about six months) of this iterative design pro-
cess, a period in which answering high-level ques-
tions about line configuration, conveyor layout, and
operator assignments was of primary concern. In the
remainder of this paper, we will illustrate how sim-
ulation can have a profound impact at the concept
stage of a complex project.

System Description and Data Sources
Clearly, machines (including robots) and conveyors
must be included in the simulation model. Most
machines will keep running until a failure occurs as
long as they are not starved (because of a lack of

material) or blocked. Because conveyors can handle
the subassemblies within process segments, opera-
tors are needed only for transferring assembled fuel
injectors between process segments, filling raw mate-
rial buffers, repairing machines, and periodically per-
forming other tasks, such as quality checks, rejected
fuel injector handling, and preventative maintenance.
Although the system is semiautomated and opera-
tors are only lightly involved with actual operations,
their supporting role in the system is critical because
machine failures will occur, and input buffers will
be consumed, leading to lost production if operators
are unable to fulfill their required tasks. Therefore,
in addition to machines and conveyors, the model
included operators, injector trays, and material carts.

Delphi represented line designs as AutoCAD draw-
ings (that eventually became backgrounds for the sim-
ulation animation). More importantly, the company
also maintained a single Excel spreadsheet with many
worksheets, the manufacturing system design (MSD),
which always contained the current state of knowl-
edge about the line design. This included process
information of all types from raw material buffer sizes
and operator task assignments to anticipated machine
reliability, processing time, and processing-time vari-
ability. Because this information ranged from firm
values and commitments to educated guesses, and
would evolve and expand throughout the project, we
established a link between the MSD and the sim-
ulation model to ensure that the simulation would
always be run using the most current data.

However, the MSD was more than just a data
source; we also used it to balance the line to produce
k fuel injectors each minute (k is a number that Delphi
set and that we cannot reveal). In this semiautomated
system, which comprises a series of connected pro-
cesses, “balancing” simply means that if a particular
operation is not able to produce the target k parts per
minute, then Delphi adds enough parallel capacity
to keep up with the production requirement. Because
the line will operate for 24 hours per day, its pro-
duction capacity would be 1,440k parts per day if we
did not have to deal with machine downtime, scrap,
or process variability, and if material buffers would
never go empty. However, to be more realistic, the
MSD also incorporated discount factors for the per-
centage of scrap and downtime by machine, leading
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to a still optimistic throughput target of 1,225k fuel
injectors per day—approximately 22 percent less than
the theoretical maximum. Achieving this target is nec-
essary for the new fuel injector project to be finan-
cially viable.

The target 1,225k fuel injectors per day may be
optimistic because a static analysis such as the MSD
provides cannot account for the impact of process
variability, starvation because of lack of material or
blocking, operator response time to failures, conveyor
congestion, etc. More-accurate analysis of the pro-
posed system requires the fidelity of a detailed sim-
ulation model that considers the interactions among
all parts of the system and the randomness inherent
to the system. The critical question that the simula-
tion had to help us answer at the concept stage was
whether 1,225k fuel injectors per day was actually fea-
sible and what Delphi would have to do to achieve it.

In the following subsections, we list some key sys-
tem elements that were part of our analysis and men-
tion any approximations we made.

Resources
Each machine is prone to failure. Mean time before
failure (MTBF) represents the average time a machine
runs until a failure occurs. When a machine fails,
it cannot produce parts until an appropriate opera-
tor has arrived and fixed it, a period called down-
time. The average repair time is denoted by mean
time to repair (MTTR). The MTBF and MTTR are val-
ues derived from information in the MSD. We mod-
eled the distributions of the time to failure and repair
as exponential; we chose the exponential distribution
because, in the absence of real data, it can be specified
by a single parameter and reflects the high variability
that Delphi observed in existing lines.

Operators
Three types of tasks need operators: machine-
attention (MA), periodic (P), and material-handling
(MH) tasks. Each requires a different set of operator
skills. MA tasks have the highest variability and MH
tasks are the most regular. Therefore, operators will
not be assigned both MA and MH tasks. However,
all operators will have some P tasks that they must
perform, such as quality checks, reject handling, and
maintenance.

P tasks must be performed regularly—every 2, 4,
8, 24, or 120 hours. MH tasks—much like P tasks—
are performed periodically but more frequently than
P tasks. When P tasks occur, they have priority over
MH tasks. MA tasks are performed as needed; i.e.,
an operator who is responsible for fixing a specific
machine must attend to this duty when that machine
fails. This random nature of MA tasks makes allocat-
ing jobs to operators challenging, and poor operator
assignments can hamper productivity. For example,
suppose that a specific operator is responsible for
repairs on both machines A and B. If machine A fails,
the operator will respond to that machine as soon as
possible. However, if machine B fails while machine A
is still being repaired, the actual downtime of machine
B will include not only its own repair time but also
the remainder of the time it takes the operator to com-
plete the repair of machine A and any travel time
between the two machines. In general, because opera-
tors can be responsible for repairs on many machines,
this effect can be multiplied many times and cause
substantial downtime. Thus, to whatever extent pos-
sible, the MA and P tasks should be balanced among
the qualified operators such that a single operator is
not responsible for repair of more machines than nec-
essary. To define a base case for operator assignments,
we assigned each MA and P task to only one opera-
tor; we then grouped the tasks by their proximity to
each other and approximately balanced them consid-
ering the relative reliability of each. We assigned each
MH task to an operator who handled no MA or P
tasks and developed an extensive point-to-point walk
matrix to accurately account for operator travel times.

Figure 2 shows the operator-activity logic we used
in the simulation model; it reflects Delphi’s operator
policies for its existing lines. Each operator is given
responsibility for performing specific tasks; operators
who complete a task seek another task unless their
shift is over or it is time for lunch or a break. Lunches
and breaks have priority over tasks. If a machine is
down, filling buffers or handling rejects instead of fix-
ing the machine is considered an inefficient use of
operator time; therefore, MA tasks have the highest
priority of the three task types. In addition, if two
tasks of the same type become due or call for operator
attention, they must be completed based on a fixed
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Figure 2: This flowchart of operator tasks shows the operator-activity logic used in the simulation program.

priority order. For example, if operator 4 is responsi-
ble for repairing resources 5 – 3 – 4 – 6 in that order,
then 5 is repaired first if both 5 and 3 fail. Repairing a
failed unique machine (i.e., the only machine that can
handle a specific task or set of tasks) is given priority
over repairing one of a group of parallel machines.
Operator modeling, which we describe in more detail
in Appendix A, was the most difficult aspect of build-
ing the simulation.

Process Variation
Each machine has an average processing time given
in its specifications. Because some level of variation
exists in processing rates, producing k fuel injectors
every minute, even when no scrap is produced and all
machines are operational, is not possible. Because pro-
cess variation affects production, it must be embed-
ded in the model.

With help from the Delphi production team, we
classified the process variation of each machine into
one of the following three categories based on its
knowledge of the process: high, medium, or low vari-
ation. We assigned a coefficient of variation (CV),
defined as the ratio of the standard deviation to
the mean, for each of these categories. Because the
mean process time was specified, we could then cal-
culate the process standard deviations using these

CV values. Using this mean and standard deviation,
we specified a normal distribution to generate ran-
dom processing times for each part that machine
processed.

Simulation Model
We developed the simulation model using version
12.00 of Rockwell Automation’s Arena simulation
software (Kelton et al. 2006). It was a good choice for
the project for the following reasons:

• Arena is well-suited to modeling conveyors,
which are the major mode of material transfer in
Delphi’s production lines.

• It provides a user-friendly interface that makes
understanding and modifying the model easier for
people other than the modeler. In addition, it gives
the user the ability to design templates that can be
used to create similar code for the parts of the model
that are likely to be repeated (although with differ-
ent parameters). For example, we designed a template
that handles the tasks performed when a part arrives
for a machine; examples include picking the part from
the conveyor, checking for raw material inventory,
processing the part, and placing it back on the con-
veyor. When the template is available, a modeler only
needs to define machine-specific parameters, such as
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conveyor name, machine number, and buffer type;
the template will automatically generate customized
code.

• The model can be linked to a data source (e.g.,
the MSD, which is an Excel spreadsheet) to allow
for making most minor updates (e.g., changing MTBF
for some machines) directly using Excel rather than
Arena. This also preserves data integrity because all
Delphi analyses use a common data source.

• Arena provides animation capability that can
be used for model validation and demonstration
purposes.

• Arena collects and reports most of the necessary
statistics by default and lets the modeler add other
statistics.

Simulation Experiments and Results
The main performance measure in our simula-
tion study was long-run average daily fuel injector
throughput, i.e., the long-run average number of fuel
injectors that can be produced in a 24-hour period.
Therefore, we treated this as a steady-state simula-
tion (Banks et al. 2005) requiring a “warm-up period”
to get from the initial state (conveyors empty but
all input buffers full and all machines operational),
to long-run operating conditions. For the base case
(described below), approximately one day’s produc-
tion was adequate (see Appendix B). Therefore, we
made each replication 11 days long; we discarded the
output data from the first day and retained the next
10 days (two weeks) of data. We then made enough
replications to estimate long-run average throughput
to within a 5 percent relative error; this required
20 replications. We empirically determined the num-
ber of replications so that (halfwidth of confidence
interval)/(sample mean) was less than 0.05 for the
estimated throughput. Running the scenario required
approximately eight hours to obtain 20 replications of
11 days on a relatively fast PC. This is a function of
both the size and complexity of the system and the
very large number of fuel injector subassemblies in
process at any one time. Because all the other scenar-
ios are modifications of the base case, we used the
same experimental effort (20 replications of 11 days)
in each scenario tested. Although throughput drove

our performance measurement, measures of opera-
tor utilization, machine downtime, congestion on con-
veyor segments, and raw material buffer states were
also examined.

We compared the results of all experiments with
the results of two benchmarks: the base case, which
is a simulation of Delphi’s line design as specified in
the MSD, and the target of 1,125k fuel injectors per
day. If we had not found a gap between these two
benchmarks, then the proof-of-concept phase of the
line design would have been completed. Instead, we
found a very substantial gap; therefore, our objective
became to find the key factors producing the gap so
that they could become the focus of future design
efforts. Because we did not have any specific design
alternatives for comparison, we developed the exper-
imental approach described below. Although the crit-
ical factors were unexpected, they were completely
understandable after the fact.

First-Phase Scenarios
To design our preliminary experiments, called “first-
phase scenarios,” we listed all the factors that might
contribute to the loss of production. Obviously, if no
such factors existed, then we would be consistently
producing 1,125k fuel injectors per day. We listed pro-
cess variability, scrap rates, and downtime related to
operator availability as potentially critical factors, and
conveyor lengths and number of pallets on each con-
veyor were listed as secondary factors. We focused
our initial experiments on the potentially critical fac-
tors; we felt that conclusions about conveyors would
be premature at this early study stage because major
changes to the line layout were very likely.

In the simulation, we could control downtime by
manipulating the machine repair time. Because our
study involved 25 machines, each with a specified
scrap rate, process variability, and repair time, we
could analyze 75 factors using classical design-of-
experiments methods. However, even if we priori-
tized and selected only 30 of these 75 factors and
examined only the main effects, we would require
at least 32 runs. At eight hours per test plus the time
necessary to set up scenarios and analyze results, this
experiment would take about two weeks. At the con-
cept stage of the line design, investing two weeks of
time and computational effort to estimate the effects
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of each individual factor is not a worthwhile use of
time; many details are still in flux and major changes
to equipment and conveyor layouts are almost cer-
tain. Therefore, we used a group screening approach,
grouping the factors into functional categories. By cat-
egorizing the impact or lack of impact of these func-
tional groups, we could answer broad questions about
which factors have the greatest impact using reason-
able computing effort.

For example, instead of investigating each machine’s
process variability individually, we investigated the
effect of eliminating all the process variability. This
allowed us to quantify the maximum impact that pro-
cess variability has on throughput and saves the effort
required to assess the effect of process variability for
each of the 25 machines if we find that process vari-
ability as a group is not very significant. We con-
structed analogous scenarios to examine the group
effects of scrap rates and repair times. Thus, the first-
phase scenarios included the following:

• Scenario 1: The base case is the model represen-
tation of the factory as reflected in the MSD file and
the AutoCAD drawing of the layout.

• Scenario 2: All process variation is removed from
the base case.

• Scenario 3: Process variation and all scrap are
eliminated from the base case.

• Scenario 4: Repair times are set to zero; i.e., as
soon as an operator attends to a failed machine, it
starts running again and the operator can leave for
the next assignment.

Scenario 2, which eliminates the process variation,
was especially critical because the variation input to
the model was based on expert opinion and estimated
CVs. Therefore, if eliminating all the variation does
not achieve a significant production gain, then putting
effort into creating better CV estimates for the pro-
cessing time of each machine is not essential at the
conceptual design stage. However, if it makes a sig-
nificant difference, then we should not make radical
design changes before we carefully characterize this
variation.

Scenario 3 eliminates both scrap and process varia-
tion. This scenario was intended to inform us of the
sensitivity of throughput to scrap rates and to deter-
mine if improving the machine scrap-rate estimate

before proceeding is critical. The purpose of eliminat-
ing both process variation and scrap rate together is
to use this scenario as a “best-case scenario” for this
design candidate.

Scenario 4 takes a different approach than Scenar-
ios 2 and 3. In this experiment, we set repair times
to zero but retained scrap and process variations. Our
goal was to determine the potential of the produc-
tion line when repairs are done infinitely fast and
machines are down only for the time required for
the designated operator to attend to the machine
(i.e., response time, which is time to complete a task
in progress and walking travel time). When we set
repair times to zero, operators became more available
and response times to failures decreased. Although
we recognized that this level of service is impossi-
ble to achieve, this scenario showed us the benefits of
improving machine-attention activities.

First-Phase Results and Analysis
For the base-case scenario, the average daily pro-
duction value estimate was only 800k fuel injectors
per day or 71 percent of the target throughput for
the new line. This left a gap of nearly 30 percent
between planned and realized production. The results
of Scenarios 2–4 shed light on what caused this gap
and what design changes would give the largest
improvement.

In Scenario 2, when process variation was removed
from all the machines, daily production relative to
the goal increased to 75 percent. In Scenario 3, in
which we eliminated both process variability and
scrap, this percentage became 76 percent. Both of
these drastic and unattainable changes to the sys-
tem produced only slight increases in productivity.
Therefore, we concluded that more-detailed analysis
of machine process variation and scrap rates should
be left to later stages of our study after we made more
influential changes to the system.

In Scenario 4, in which we reduced repair times to
zero, we achieved our goal of 1,125k fuel injectors per
minute; the average daily production for this scenario
was 102 percent of the target. This significant jump
from the base case was a good indication that machine
downtime is a primary cause of the low production
in the base case. However, before we jumped to a
conclusion too quickly, we returned to the base-case
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scenario and looked at statistics that we had collected
to discover other reasons for lost production. We were
interested in four types of analysis: operator avail-
ability, pallet congestion, inventory levels, and failure
analysis.

Operator utilizations in the base case showed that
all operators were heavily utilized. Some operators
were so very heavily utilized that they often did not
complete their periodic tasks, such as quality checks
during their shift; thus, they pushed these tasks to
the following shift. For specific tasks, the operators
in subsequent shifts were also too busy to complete
these tasks; therefore, these jobs would queue up and
never be completed. An even more significant con-
sequence of having heavily utilized operators was
that many machine failures did not get immediate
attention from operators; therefore, operator response
time to machine failure began to overwhelm repair
time as the primary cause of machine downtime. This
raised the machine downtime for most machines far
above the expected downtime and caused dramatic
production losses.

Congestion on conveyors is also a system measure.
A very straightforward way of determining which
conveyor segments experience higher congestion is
to look at which segments are heavily utilized for a
long time. Before running any scenario, we created
four utilization states: fully, highly, moderately, and
lightly utilized. Throughout the 10 days of each repli-
cation, we monitored the time that each conveyor
segment spent in each utilization state. Conveyor seg-
ments that spent a high percentage of time in fully or
highly utilized states were marked and compared to
the machine downtimes in the vicinity of these con-
veyors. We concluded that for the base case a very
strong relationship existed between operator inabil-
ity to respond quickly to machine failures and heavy
utilization of the conveyor segments just upstream of
those machines.

Raw material buffer inventory is also relevant. We
looked at whether any machines went idle because of
lack of material. All our scenarios included one opera-
tor who was dedicated to raw material handling with
no machine-repair responsibilities. Thus, this function
was not affected by the excessive machine downtime.
From analyzing inventory buffers, we concluded that

the material-handling assignments for the base case
were good and needed only minor adjustments.

Finally, we performed some detailed failure anal-
ysis because overutilized operators and highly con-
gested conveyor segments might be symptoms of
another problem: frequently failed machines. As with
the conveyors, we collected statistics on percentages
of the time when each machine was idle, busy, or
failed. For each machine in the system, we compared
resulting downtime percentages with the expected
downtime from the MSD model. For the majority of
machines in the base case, the downtime percent-
ages were two to three times higher than expected
(Figure 3). Thus, we concluded that excessive machine
downtime was the primary cause of the 30 percent
gap between the target and the base-case scenarios.

The three direct contributors to the average
machine downtime are MTBF, MTTR, and mean oper-
ator response time (MORT). We can calculate percent-
age downtime (PD) as

PD = 100�MORT+MTTR�

/�MTBF+MORT+MTTR�� (1)

We estimated machine PD for the MSD model
by observing current machines that are similar to
those planned for the new production line. Because it
directly affects the production, PD for each machine is
often recorded. MTBF for the MSD model is also eas-
ily collected because machines often include run-time
monitors. However, separating the operator response
time from the repair time is not typically done; doing
so would be very difficult unless we do a lengthy
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Figure 3: The graph shows a comparison of input and output downtime
percentages for a typical machine in the base case.
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time study on each machine. Although we can eas-
ily estimate the sum of MORT and MTTR, we can-
not estimate either value individually. When setting
up the base-case scenario, we discovered this problem
because each machine must have a distribution spec-
ified for both time before failure and time to repair.
To simplify the problem, we assumed that if oper-
ator assignments were designed well MORT would
be substantially less than MTTR and thus negligible.
Therefore, solving Equation (1) for MTTR, we get

M̂TTR ≈ P̂D× M̂TBF/�100− P̂D�� (2)

where P̂D and M̂TBF are the estimates of machine
PD and MTBF from the MSD. Given the results of
Scenario 4, our assumption that MORT is negligible
was incorrect for the base case and the approximation
of MTTR in Equation (2) is poor.

Our first response to this information was that we
should make all reasonable efforts to determine a
good estimate of MTTR for each machine to sim-
ulate the base case correctly. However, this would
have required substantial time to collect data at a cur-
rent production facility with similar machines—if we
could find such a facility. Another option, more in the
spirit of using simulation early in the design process,
was to redesign the base case to reduce the operator
load and thus reduce the impact of MORT. We devel-
oped additional scenarios to help us to understand
the problem of operator loading on the base case and
potentially suggest new design directions.

Second-Phase Scenarios
In light of the results of the first-phase scenarios, the
second-phase experiments focused on operator avail-
ability for machine failures. The operator assignments
for the base-case scenario involved some critical
assumptions, some of which might have a substantial
impact on daily production numbers. For example,
in the base-case design, we assigned each task (qual-
ity check, machine repair, or material-handling job)
to a specific operator; no other operator on that shift
could respond to that task. As a result, when a par-
ticular operator was heavily utilized, failed machines
would often wait for long periods of time before the
assigned operator would arrive to start repairs. Sim-
ilarly, when an operator was at lunch or on a break,

repair of any failed machine assigned to that oper-
ator would have to wait until that operator’s lunch
or break was over. In this highly connected produc-
tion system, any deviation of a machine from its pro-
duction target is enough to slow down finished fuel
injector throughput.

Another base-case assumption was that operators
leave for lunch or a break on schedule as soon as they
have completed the task at hand, potentially leaving
one or more machines failed through an entire lunch
or break period. It also assumes that all operators go
to lunch or break at the same time, thus complicating
the downtime problem. Clearly, the throughput gap
might be reduced by redesigning the lunch and break
times of operators, possibly cross-training some oper-
ators to provide backup for others, or by resetting the
priorities for lunches, breaks, or specific machines.

To quantify the operator-redesign potential, Sce-
nario 5 used the base case but eliminated lunches
and breaks from operator schedules. We designed
this experiment to determine an upper bound on the
production gain that could be achieved by optimiz-
ing the rules on operator lunches and breaks; the
base case had implemented a worst-case scenario in
which lunch and breaks have priority and all occur
at the same time. Of course, requiring operators to
work without any breaks is unrealistic, as is schedul-
ing all operators to take lunch at the same time.
However, the objective of our experiments was to
guide the design effort—not to make a final sugges-
tion for implementation. Furthermore, practical ways
could be implemented for lunch and break coverage,
such as adding support operators to relieve operators
when they leave for breaks, thus ensuring continuous
coverage for all tasks.

The selection of Scenario 6 was intended to deter-
mine how much the approximation of MTTR in Equa-
tion (2) affected the daily production rate in the
base case. Recall that MTTR for each machine is a
direct input to the simulation model. More specifi-
cally, each time machine j failed, a random repair
time was drawn from an exponential distribution with
mean M̂TTRj, which was calculated from Equation (2)
using estimates of the downtime and MTBF for that
machine or comparable machines from current pro-
duction lines. Conversely, operator response time is a
random output of the simulation model that depends
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on the random machine failures and the operator
utilization levels. The approximation in Equation (2)
used for the base case assumes that all downtime
is repair time, an assumption that we found to be
inaccurate. Scenario 4 went to the other extreme and
assumed that all downtime was operator response
time, an assumption that we also knew was untrue
because repairs take time. Scenario 6 attempts to com-
promise between these two scenarios; it assumes that
the repair will account for about half of the down-
time and operator response time will be the other half.
Thus, in Scenario 6, we halved the MTTR for each
machine. Therefore, we ran the following two scenar-
ios as second-phase scenarios:

• Scenario 5: Lunches and breaks are fully staffed
with no reduced efficiency.

• Scenario 6: MTTR is halved. This scenario antic-
ipates that about half of the machine downtime is
operator response time.

In both scenarios, the base-case assumptions are
kept the same except for the changes mentioned.
Thus, they include scrap and process variability rates
at the same levels as in the base case.

Second-Phase Results
In Scenario 5, where lunches and breaks were fully
covered by relief operators, the expected daily pro-
duction value relative to the production target was
85 percent. Despite substantial improvement, this
showed that even if we redesigned the base case to
provide full operator coverage during lunches and
breaks, a gap between the achieved production and
the target of 1,125k fuel injectors per day would still
exist. However, this scenario still used the assumption
that operator response time is negligible and inves-
tigation of the downtime for this scenario still did
not match the expected downtime from current pro-
duction lines. However, in Scenario 6, which includes
operator lunches and breaks but cuts MTTR in half,
the throughput is 92 percent of the target. This indi-
cates that if the MTTR rates were indeed half of
the originally proposed MTTR rates, then production
rates would almost meet expectations (Figure 4).

Interpreting Scenario 6 requires some caution. The
operator response time in the simulation model is
based on the operator staffing level and assignments.
Recall that the downtime estimates from current pro-
duction machines are also based on some level of
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Figure 4: The graph illustrates downtime percentages in the base case
and in the MTTR/2 scenario compared to input value.

Daily production
Scenario (relative to target) (%)

1: Base case 71
2: No process variability 75
3: No process variation and no scrap 76
4: No repair time 102
5: Full relief during lunch and break 85
6: MTTR/2 92

Table 1: The data show a comparison of daily production values.

operator staffing and an unrecorded system of task
assignments (that are not necessarily relevant to the
new production line). Thus, the conclusion of this sec-
ond phase is that it is vitally important to determine
an estimate of the MTTR for each machine that is
accurate and independent of the operator response
time. We can only trust estimates of the daily through-
put if we have accurate estimates of the MTTR. Once
accurate estimates of the MTTR for each machine are
collected, new design candidates can be accurately
tested. In particular, Scenario 5 indicated that sub-
stantial increases in daily throughput could be gained
by setting up an operator schedule that provides
task coverage for operators when they take lunch
or breaks. Table 1 summarizes the results of all six
scenarios.

Conclusions
Many real-world projects provide moving targets
as the business climate, physical and financial con-
straints, and product concepts evolve. This might

IN
F
O
R
M
S

ho
ld
s

co
p
yr
ig
h
t
to

th
is

ar
tic
le

an
d

di
st
rib

ut
ed

th
is

co
py

as
a

co
ur
te
sy

to
th
e

au
th
or
(s
).

A
dd

iti
on

al
in
fo
rm

at
io
n,

in
cl
ud

in
g
rig

ht
s
an

d
pe

rm
is
si
on

po
lic
ie
s,

is
av

ai
la
bl
e
at

ht
tp
://
jo
ur
na

ls
.in

fo
rm

s.
or
g/
.



Tongarlak et al.: Using Simulation Early in the Design of a Fuel Injector Production Line
114 Interfaces 40(2), pp. 105–117, © 2010 INFORMS

suggest that simulation, which is a detail-oriented
methodology, is not suitable for system design until
quite late in the development of a manufacturing sys-
tem. However, Delphi’s ongoing use of simulation
to design and evaluate its next-generation fuel injec-
tor production line illustrates the value of simula-
tion, even very early in the design process. The key is
using simulation to answer questions at the right level,
including questions about project viability and appro-
priate concentration of effort during system design.
A simulation can address these needs before detailed
specifications are available. Furthermore, if the simu-
lation is constructed in a way that makes it reasonable
to update and refine, then it can continue to contribute
throughout the project life cycle.

We learned the following lessons about using sim-
ulation early in a system-design project:

• The simulation model should be constructed so
that it can be easily changed. Ideally, it should be
linked to the same data sources that are being used
for the overall project planning.

• Use group screening to assess which design fea-
tures or data sources, taken together, impact perfor-
mance; thus, as the project evolves, scarce engineering
effort can be concentrated where it is most useful.

• Avoid the temptation to create or define detailed
production-control plans; instead, use easy-to-define,
extreme scenarios that bound potential improvements
or effectiveness.

• Focus not only on the output performance mea-
sures of most interest (e.g., throughput) but also
record measures that provide insight into where prob-
lems might be occurring.

Epilogue
Upon completing the first six months of the concept-
development phase, we presented our results and
conclusions to Delphi engineers and managers,
including a visiting European manager. This was the
first major manufacturing simulation project for the
Delphi Powertrain division in 10 years. Our pre-
sentation generated a lot of feedback and sparked
interest in carrying forward the simulation study
for another three months. Taking the feedback into
account, we designed the next phase as a refinement
of the concept-development phase.

Our first task was to carefully calibrate down-
times to set MTTRs, paying particular attention to
machines with the largest downtimes. Then we exper-
imented with three alternative coverage options for
operators: (1) full relief (operators continuously work
without any breaks), (2) no relief (operators take peri-
odic breaks during which their responsibilities await
their arrival), and (3) staggered breaks with coverage
(operators working in the same area never overlap
their breaks to allow them to cover for each other).
Only option 1 adds employees to cover for breaks.
Options 2 and 3 require no additional resources, and
our results favored option 3 as the base case moving
forward.

After setting the base case, we then moved on to
improving conveyor layouts. Based on a congestion
analysis of conveyors, we listed segments that were
highly congested and could benefit from lengthening.
We added to this list those segments that are very
long and might add unnecessary travel time and take
up space. We defined three levels (long, medium, and
short length) for all the segments in the list and ran
a fractional factorial design to find the optimal level
for each segment. This analysis showed which seg-
ments could significantly enhance throughput by being
lengthened or shortened, and it identified segments for
which throughput was insensitive to their lengths.

We constructed new conveyor layouts based on the
suggested sizing of the conveyor segments. One con-
veyor layout resulted in a 7 percent improvement in
throughput compared with the current layout and
a 10 percent reduction in required floor space for
no additional investment. The Delphi team embraced
this layout as a viable alternative to its original pro-
posal. Finally, a pallet study showed that throughput
was insensitive to the number of pallets within a very
wide range.

Insights gained by this simulation study convinced
Delphi to continue to update the model as its equip-
ment design evolved. Its management was impressed
by the positive results of this project and plans to use
simulation on future programs.

Appendix A. Modeling Operator
“Bus Routes”
Within Delphi, operator work assignments (Figure 2)
are referred to as “bus routes.” The name was derived
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from the observation that operators have sequences of
repetitive tasks that they perform on specific cycles.
However, unlike the typical city bus route, deviations
from the fixed route occur because of, for example,
machine failures that demand immediate attention
before the route can resume. This appendix describes
how we used specific Arena features to simulate the
complex work assignments of operators and, in par-
ticular, their interactions with failed machines.

In a typical Arena simulation, operators and
machines are represented by Arena resources. An
Arena resource is, effectively, a variable that keeps
track of the status of the operator or the machine that
operator represents. When represented as a resource,
a machine becomes unavailable when it is processing
a job or has failed; similarly, an operator who is per-
forming a task or is on a break is considered unavail-
able. This logic for resources is usually sufficient for
modeling machines with dedicated repair staff mem-
bers who are ready to start fixing problems as soon as
they occur, or for modeling a pool of operators whose
only responsibility is to respond to failures of a group
of machines. Often the machine and operator resource
correspond one to one.

However, this approach is inadequate for model-
ing the more complex scenario we faced in which
operators must perform a variety of duties and
machines that have failed must stay unavailable as
they wait for operator attention. The machines we
modeled are semiautomatic; therefore, they do not
have dedicated operator support. The operators in
the system have duties of various types, ranging
from machine-attention tasks to material handling
and quality checks that make representing these tasks
using the standard Arena resources inappropriate.
Therefore, we used Arena’s flexibility to implement a
custom approach.

Delay for t1 seconds
until failure

t1~ expon(MTBF)

Machine stops
working

(FAILED)

Signal for attention
and wait t2a seconds

until repairman
arrives

Delay for t2b seconds
during repair

t2b~ expon(MTTR)

Machine starts
working again
(AVAILABLE)

Failure entities arrive

Figure A.1: The flowchart illustrates failure modeling in the Delphi simulation.

To represent the operators in the model, we created
an Arena entity for each operator at the beginning of
each shift and disposed of it at the end of the shift. As
Figure 2 shows, operator entities follow a routine in
which they perform specific tasks in the priority order
assigned to them. As opposed to the passive involve-
ment of operators as resources that are used by enti-
ties, operators are actively involved in choosing their
next task as soon as they become available. Repair
jobs, periodic tasks, and material-handling tasks are
created in other parts of the model, and operators
respond to them at their earliest opportunity accord-
ing to the task priorities.

Although we did represent machines as resources,
we chose not to use the built-in failure logic of the
Arena resources because it does not allow the time a
machine spends waiting for an operator to depend on
the current state of that operator. Instead, we estab-
lished three states for each resource—busy, idle, and
failed; idle is the only state in which the machine
is able to serve a new part. In the busy state, the
resource is processing a part; when it completes its
processing, it becomes idle and ready to receive the
next part waiting to be processed. The failed state
is active when the machine is down and unavailable
until an operator attends to it. To model this, we cre-
ated a special failure entity for each resource. This
entity takes hold of the resource when it is time for the
resource to go down because of a failure. The failure
entities have priority over entities representing parts
waiting to be processed; they can seize and therefore
fail the machine as soon as they appear. Figure A.1
displays the logic of this simple approach in a styl-
ized way.

1. First, a failure entity is created for each resource;
that entity starts in the leftmost block, where it is
delayed for t1 seconds before moving to the second
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Figure B.1: The graph shows average hourly throughput for the first 60 hours of the simulation.

block; t1 represents the time before the next failure
and is drawn from an exponential distribution with a
parameter of MTBF.

2. In the second block, the failure entity occupies
the resource and puts it into the failed state.

3. In the next block, the failure signal is turned
on for the resource just failed. The time that passes
between the failure signal and the operator response
is represented in Figure A.1 as t2a seconds. However,
t2a is not drawn from any distribution because it is a
logical delay that depends on the state of the whole
system at that moment. If the operator responsible for
repairing the machine that just failed is busy repairing
another machine and other machines are waiting to
be repaired by the same operator, then this time might
be quite long. For t2a seconds, the machine stays in the
failed state because repair has not started. The failure
entity that controls this routine’s logic stays in this
block during this time.

4. When the operator arrives, repair starts and the
failure entity passes to the next block, in which it is
delayed for t2b seconds until the repair is completed.

5. After completion of the repair, the failure entity
moves to the final block in the series; this puts the
machine into the idle state. Finally, the entity goes
back to the beginning of the routine to wait another
t1 seconds before failing the resource again.

Appendix B. Warm-Up Analysis
A practical and widely used method for finding a
good warm-up period is mean plot analysis (Banks
et al. 2005). The idea is simple: estimate the transient
mean of the process by averaging across a number of

replications; then choose as the deletion point a time
after which the plot varies consistently around a fixed
value. We explain how we used this method in our
fuel injector simulation below.

First, we ran 20 replications of our base-case
model, each replication of 10 simulated days, and
recorded the number of fuel injectors produced in
each one-hour interval for each replication. This gave
us production numbers for 240 time intervals per
replication. Then, we averaged the 20 values from
each time interval separately and plotted them as
a function of time interval. We choose as the dele-
tion point the interval at which this plot no longer
has a trend. There is only a weak upward trend
between 3 to 9 hours, so deleting 24 hours is more
than adequate.

Figure B.1 shows the first 60 hours of this plot (with
the throughput normalized to an arbitrary constant
unrelated to the actual value). Because we preload
each process segment with injectors and all machines
are up and raw material buffers full, the throughput
quickly reaches steady state; thus, a 24-hour warm-up
period is certainly sufficient.
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John Wray, Delphi Communications, 3000 Univer-
sity Drive, Auburn Hills, MI 48326, writes: “On behalf
of Delphi Corporation I am pleased to verify our use
of the simulation analysis presented in ‘Using Simula-
tion Early in the Design of a Fuel Injector Production

Line’ by Tongarlak, Ankenman, Nelson, Borne, and
Wolfe.

“The project described in the paper is an ongoing
effort to design a production line for a new product
at Delphi. The simulation analysis has provided and
continues to provide valuable guidance for the lay-
out, loading and staffing of this line, and in particular
has allowed us to assess design concepts early in the
design process.”
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