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• Nothing; you can just watch and listen.

• But if you want to do the exercises…
 E-mail me nelsonb@northwestern.edu for the R code. 

 Install RStudio from  https://rstudio.com/

 Create an RStudio project for this class.
 Open the RScript file I sent you called FirstChallenge.R.

 If you decide to continue after the first video you should…
• Open Procedures.R, Simulations.R and ParallelProcedures.R.

• Install the parallel package from CRAN to your RStudio.

What you need for this class
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Hands-on example
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Postmortem 
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• Stochastic, dynamic, often 
nonstationary.

• Can only evaluate instances.
• May be computationally 

expensive.
• The 3 errors:

 Don’t visit the optimal solution.
 Don’t recognize the best 

solution visited.
 Optimistic estimate of the 

performance of the selected 
solution.

Optimizing simulated systems

Maximize E[Performance] 
Subject to: Budget constraint on staff & machines
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A tiny bit of history
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Then simulation adopted R&S…
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R&S: A simulation success story 
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Outline 
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Simulation optimization (SO)
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Approaches
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Basics of the “best mean” R&S problem
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Objective: Fixed precision
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Objective: Fixed budget
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The problems…
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More problems…
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The normal means case
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Rinott’s Procedure 
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Rinott guarantees
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Rinott pro & con
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Foundation
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Indifference-zone paradigm
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R&S based on “statistical learning”
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Generic Bayesian R&S
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The policy
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Fun facts
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Complete Expected Improvement policy
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A convergence-rate perspective
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A third pillar of statistics: Large deviations
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LD optimal allocation
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Connections
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Trying out CEI
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How can we do better than rate optimal?
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Strategy: Elimination
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Basic subset selection
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Subset foundation
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Subset procedure
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The role of Brownian motion
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Relationship of BM to R&S
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Extension to unequal sample sizes
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Deep dive: Paulson’s Procedure 

𝑎 𝜆𝑟

𝑟
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Comments on Paulson’s Procedure 
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Large-deviation result supporting Paulson
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Proof
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Improving on Paulson’s Procedure 
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Common random numbers 
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CRN effect 

𝑎 𝜆𝑟

𝑟
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CRN and R

52

STOR-i 2020

Subset procedure with CRN

Go back and run SubsetCRN
on the same M/M/1 problem, 
and compare the size of your 
subsets to your previous 
results. Use your birthday as 
your seed. 
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“Good selection”
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Theory vs. practice
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Nelson & Matejcik (1995) condition
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Zhong & Hong (2018) Paulson adjustment
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A Bayesian perspective on good solutions
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Unknown variances
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Illustration: Unknown variance Paulson

𝑎 𝜆𝑟
𝑟
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Derivation
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Beyond Paulson…
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Trying out KN
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A note on asymptotic analysis
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Asymptotic PCS for IZ procedures
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Key tool for asymptotic PCS
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The future is now: Parallel R&S
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Simple parallelization in R
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doParallel set up
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Timing comparison
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…

…

…

p Workers doing 
simulation and 
calculation Jobs

1 Master doing 
calculations and 
generating new Jobs

Master-Worker paradigm
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master

master

master

p workers
in parallel

p workers
in parallel

master
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Thinking about R&S computations

Hunter & N, "Parallel ranking 
and selection," Advances in 
Modeling and Simulation, 
Springer, 2017.
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The nominal computational paradigm
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Calculation 
job

Calculation 
job

Calculation 
job 

Simulation 
jobs

Simulation 
jobs

Calculation 
job
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Why not just use the outputs as soon as you get them?

12k1k ………

Master

STOR-i 202076

phph
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New statistical issues
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New efficiency issues
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Revised “efficient” objectives
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Existing patches
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kph1kph ………

2

p

…

x

ph1kph ……

x

x

…

Luo et al. 2015: Phantom clock & KN
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New paradigm: Does insuring PCS/PGS make sense if k is very large?
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New goals for parallel R&S
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Building blocks

Fan, Hong and N, "Indifference‐zone‐free 
Selection of the Best," Operations Research 
64 (2016), 1499‐1514. 
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Building block: Law of the iterated logarithm
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From PSS to PASS
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Defining a “standard”
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bi-PASS

Pei, Hunter & N, "Parallel adaptive survivor 
selection," WSC 2018.
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45

…

…

… 88

18

Workers simulating 
and (possibly) 
comparing against 
the standard

Master updating the 
standard and 
comparing against it

We can control the expected 
false elimination rate in 
several useful settings without 
penalty for scale. 

75

354

Jobs = Systems

STOR-i 2020



4/18/2020

46

STOR-i 2020

• 𝑠, 𝑆 inventory problem
 𝑝 1 101 processors
 𝑘 22,500 solutions
 𝛼 0.02 EFER
 Run as fixed budget;

7 systems left

• Baseline: take total 
consumed 𝑘 and apply 
subset selection
 181 in subset vs. 

7 for bi-PASS

Illustration: Known 𝝁𝒌 vs. bi-PASS vs. subset

STOR-i 2020

Illustration: GSP vs. bi-PASS
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Experiment 1 with bi-PASS
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Experiment 2 with bi-PASS
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CS issues really matter in parallel

97

STOR-i 2020

Parallel R&S recap
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Other formulations
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An omnibus approach
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Bootstrap PGS
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Best-mean illustration

102



4/18/2020

51

STOR-i 2020

STOR-i 2020

Testing bootstrap R&S
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Multi-arm bandits 
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Pointers 
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More about the differences 
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Classical stochastic MAB 
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Upper confidence bound policy
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MAB type of result
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Project: Create a large-scale R&S procedure
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Some useful R
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Key references
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Key references, continued
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Key references, continued

115


